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PREFACE

ICAIBDEA is an acronym for International Conference on Artificial Intelligence 
(AI) and Big Data in Engineering Applications. Today’s artificial intelligence and 
big data is commonly used in every field in our lives as engineering applications 
including smart homes and smart cars. Artificial intelligence contributes to the 
system to be more planned, systematic and fast by adding different capabilities 
to solve many complex problems and decision support systems in engineering 
problems. Artificial intelligence decisions on collection and control of big data 
are widely used for practical engineering applications. Then the systems become 
smart and expert. 

Today’s companies have realized the situation and thought that artificial 
intelligence technologies can add value for their companies. With the increase in 
the use of artificial intelligence in daily life, many sectors tend to this direction 
as well as engineering applications.  Big Data allows storage and increasing 
data space. This data is easy to access and safe because it is stored in cloud 
technology. Moreover, this data can be classified by machine learning. Advanced 
artificial intelligence algorithms are used to provide fast and effective solutions 
in line with the data received from real-time is used condition assessment, risk 
assessment and emergency and disaster managements.  

Disaster management, industrial production, engineering design and construction, 
maintenance, sustainability, control and manage data in real time by using sensors, 
monitoring information, energy distribution, traffic congestion, environmental 
solutions are efficiently developed and implemented integrated solutions in 
AI and Big Data. Such as traffic and transportation data, infrastructure data, 
early warning systems to improve the management and efficiency of the urban 
environment and traffic safety. 

Proceedings and presentations include case studies and practical applications, 
innovative techniques in engineering applications. On the other hand, the 
principal mission of ICAIBDEA this international conference is bridging the 
gap between universities and sectors for artificial intelligence applications in 
engineering fields, encouraging interdisciplinary research applications and 
bringing multidisciplinary researchers together. 
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Conference topics include engineering applications in industrial product design, 
industrial engineering, engineering management/disaster management, energy 
systems, smart systems, smart cities, transportation, cyber security, waste 
management, agriculture, mechatronics, robotics, control systems/monitoring/
GIS, civil engineering/structures, infrastructure projects, information systems/
expert systems, machine learning techniques, data collection systems, biosensors, 
computer aided design and applications, optimum designs, database/data mining, 
and other AI and Big Data analytics engineering applications. ICAIBDEA2021 
is organized by Istanbul Aydın University.

We hope that the national and international academic community and industrial 
practitioners will continue for networking and future collaborations between the 
conference participants.  We are also hoping to meet in healthy days and face-to-
face meetings in the future.

Finally, thanks to invited key-note speaker, Distinguished Professor David 
Arditi from Illinois Institute of Technology for his valuable speech on AI and 
construction management applications.  

           Prof.Dr. Can Balkaya
        Conference Chair and Editor
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AI and Big Data Applications in Disaster 
Management 

Prof. Dr. Can BALKAYA

Department of Civil Engineering, Istanbul Aydın University, Florya Campus, 
Kucukcekmece, Istanbul, Turkey, canbalkaya@aydin.edu.tr

Abstract
AI and Big Data has changed the disaster management strategies with the 
advantage of integration different source information technology monitoring 
systems, GIS, storing, accessibility, real-time, distribution, analysis, decision 
systems as well as social media communication. Artificial intelligence has 
many potential advantages and practical applications to prevent potentially loss 
of human lives and destruction of property damages in disaster management.  
AI and big data are also used in emergency to evacuate critical regions and to 
make rescue works in a fast way. Natural disasters will be due to earthquakes, 
landslides, flooding, storms and tornadoes, fires, tsunamis or multi-hazard 
disasters in large regions. AI and big data can be important tool for emergency 
and disaster management with the usage of integration of sensors, drones, 
satellite, geospatial and weather data to provide real-time information about the 
damaged structures and landscapes. Artificial intelligence for disaster response 
by using image process techniques are discussed for data from GIS and tweets/
photographs by using open source media platforms. Case studies in disaster 
management: 1. planning and applications of disaster management projects 
for emergency response planning, 2. rapid earthquake damage assessment of 
buildings, 3. risk assessment of landslide-bridge-tunnel are given. Simulation 
models with artificial intelligence and big data for infrastructure damage into 
planning and testing emergency response to natural or man-made disasters 
scenarios for a city were obtained by integrating infrastructure, transportation, 
communication, power supply, healthcare model and population behaviour 
with the probability of damage severity, national risk index and hazard details.

Keywords: Artificial Intelligence, disaster management, monitoring, 
emergency response, infrastructure damage.



ISTANBUL AYDIN UNIVERSITY PUBLICATIONS

16

1. Introduction
AI and big data has changed the disaster management strategies with the 
advantage and integration of different source information technology between 
monitoring control systems, information systems, data transfer, big data 
storing capacities, accessibility to information, real-time information, network 
systems, analysis and decision system as well as warning systems with sirens 
and mobile phones in social media communication warning messages used in 
disaster management.  Artificial intelligence has many potential advantages 
and practical applications to prevent potentially massive loss of human lives 
and destruction of property damages in disaster management. AI and big data 
are used in emergency to evacuate the danger areas immediately and to make 
rescue efforts in a fast way. Disasters can occur any time without warning. 
Natural disasters across the cities even the along the country will be due to 
earthquakes, landslides, coastal flooding or riverine flooding, hurricanes, 
storms, tornadoes, fires, tsunamis, volcanic activities, avalanche or multi-
hazard disasters. AI and big data can be a solution for emergency and disaster 
management with the usage and combination of sensors, robots, drones, 
satellite, geospatial and weather data to provide real-time information about 
the damaged infrastructure, structures and landscapes. 

Artificial intelligence for disaster response tools utilizes machine learning 
to automatically identify text and tweets that relate to crises to collect and 
categorize. Rapid damage severity assessment is done in the early stages of 
disaster response by using image processing techniques based on deep neural 
networks [1] from photographs both GIS and social media about infrastructure 
damage.

Transportation infrastructure is important for emergency management. Deep 
learning for traffic management in smart cities in disasters can be used for the 
transportation infrastructure systems. Deep learning requires a large amount 
of data training the model and becomes experts about the severity of disaster 
in three categories: low, medium and high then act accordingly by using this 
information and stored in condition assessment and retrofitting databases.

Natural disasters are also increasing because of climatic changes. Artificial 
intelligence will also to improve prevention and mitigation of disasters, and 
risk reduction [2]. The coordination on the disaster areas including specific 
information databases such as structural systems, structural construction 
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material, number of stories etc. as building information of the damaged 
building or transportation infrastructure/bridge structure is necessary. Building 
information or transportation infrastructure information from condition 
assessment before the disaster can be integrated in big databases and if 
necessary existing databases will be adopted to databases. Also, improving 
disaster resilience by adding intelligent devices especially for critical 
important structures as tall buildings, bridge structures, tunnels, dams can be 
done for earthquakes, flooding, landslides, tsunamis, wind storms. In disaster 
management especially for large areas in multi-hazard disasters to assessment 
of damage structures in a short time coordination with the disaster community 
planning, project management, strategic collaboration and international disaster 
management by using satellite pictures, sensors, unmanned aerial vehicles, 
Internet of Things (IoT) and other important information storage, accessibility, 
real-time information, people and damage structure distributions are valuable 
big data to be used during and after the disaster in the disaster management.

2. Emergency Response Planning in Disaster Management
Municipal, province and national authorities provide resources and manage 
emergency response operations following a major disaster/earthquake to save 
lives, prevent injury, and protect property.  In the sample emergency response 
tasks the following items can be considered in the disaster management: secure 
incident site, emergency medical triage search for victims, access control 
medical care sites and hospitals, plan traffic control and transportation supplies, 
restore power, provide water and food, remove debris, provide emergency 
shelters and inform the locations, provide critical fuel and additional rescue 
machines/cranes, building/structural information for rescue works, people 
information, provide temporary communication station for mobile phones of 
victims, etc.

2.1. Planning Information in Disaster Management
The basic steps for planning information in disaster management are: 
incorporate infrastructure damage into emergency response planning: 
electrical power, communications, transportation, buildings and life 
support systems; incorporate population behaviors into emergency 
response planning: align response operations with survivors’ behaviors and 
needs; locate medical care based on population injury patterns: i.e. burns, 
lacerations, crushing; plan logistics, evacuation, water, and food distribution 
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based on population movements; prioritize and deploy response operations 
based on behavioral requirements. For rapid solutions, artificial intelligence 
and integration of all available information’s with previous model studies and 
big databases can be used.

2.2. Artificial Intelligence for Disaster Response (AIDR)
AIDR [3] is the open source software system platform to filter and classify 
social media messages related to emergencies, disasters, and humanitarian 
crises. AIDR uses human and machine intelligence to automatically tag up 
to thousands of messages per minute. The steps are: 1. Collection: to collect 
tweets (context, location, user profile, etc.) by filtering tweets using keywords 
and/or hashtags such as “earthquake” or “hurricane” related to a disaster while 
the collector is a word-filter, 2. Classifier: the tagger such as “infrastructure 
damage” is a topic-filter. Crisis related tweets and photographs are based 
on categories: urgent needs, infrastructure damage and resource deployment 
needs. Rapid damage severity assessment is done by using image processing 
techniques based on deep neural networks [1]. By using AIDR, volunteers tagged 
crisis related tweets and photographs in 72 hours during Nepal earthquake 7.8 
magnitude in April 2015.
In their study [1], AIDR image processing system used for Hurricane Dorian, 
Category 2 in the eastern Caribbean barreling toward the northern Bahaman 
Islands and central Florida on Aug. 30, 2019 and about two weeks approximately 
6,890,106 tweets were collected among them 280,063 unique image URLs 
were found. The total number of downloaded images was 279,819 and around 
244 images failed to download. The human experts agreed with the system 
20,887 times, as shown in Table 1 the three diagonal colored cells of total 
20,887 human experts agreed while for 7,163 images disagreed with the system 
accuracy as 74% for this case.

Table 1. Damage severity assessment confusion matrix:  
machine vs. human judgments [1]
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2.3. National Risk Index
National risk index is given in FEMA in the map [4] for different individual 
natural hazard risk details for counties in United States. Risk index levels for 
United States are shown in Fig.1. The National Risk Index (NRI) incorporates 
physical and social vulnerability data to identify communities more at-risk 
to the adverse impacts of natural hazards. Using the national risk index is to 
support resilience, mitigation planning and risk communications.

                        Fig.1. Risk index levels in United States.

a) Hurricane Katrina,           b) Hurricane Sandy, New York, Oct. 2012 
New Orleans, Aug. 2005 

          Fig.2. Hurricane Katrina and Hurricane Sandy disaster damages.

Hurricane Katrina disaster in New Orleans on August 2005 is shown in Fig.2a 
and at least 1,833 people died in the hurricane and subsequent floods. Total 
property damage was estimated at $81 billion (2005 USD). Hurricane Sandy 
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(Fig.2b) in New York, October 2012 killed more than 100 people. In the 
national risk index for New Orleans, hurricane plays an important disaster risk. 

3. AI Applications of Disaster Management 

3.1 Emergency Response Planning Application in Disaster Management
Virginia Tech research program models and studies infrastructure and 
populations under stress resulting from natural disasters. The National Risk 
Index app is intended to provide quick display of data. Hazard details [4] 
for Washington D.C. (in parenthesis number of events) is shown in Fig.3: 
Avalanche (0), Coastal Flooding (0), Cold Wave (2), Drought (98), Earthquake 
(0), Hail (435), Heat Wave (15), Hurricane(9), Ice Storm(26), Landslide(1), 
Lightning(1394), Riverine Flooding (61), Strong Wind (521), Tornado (5), 
Tsunami (0), Volcanic Activity (0), Wildfire (0), Winter Weather (47).

Fig. 3. Hazard risk details map for Washington D.C. [4].

At the Virginia Tech and Virginia Tech Arlington Research Lab in Washington 
D.C. simulation of different models are shown in Fig. 4 infrastructure model, 
transportation model, communication model, power supply model, health 
care models for emergency response planning in disaster management. 
These models were prepared with geographical information systems (GIS), 
High-Performance Computing (HPC) models and big data applications. 
Infrastructure damage and transportation network damage are given in Fig. 5 
with damage levels showing different colors red: completely damage; orange: 
highly damage; green: medium damage; blue: light damage; white: no damage 
for disaster scenarios. 
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Incorporate study at Virginia Tech regarding infrastructure damage into 
planning and testing emergency response options to natural or man-made 
disasters were coupled with the behavior of individuals within an environment 
employing agent-based modelling at Virginia Tech Arlington Research Lab. 
Population behaviour on disaster scenarios are shown in Fig.6. for spontaneous 
evacuation, people evacuate away from disaster and individual selected more 
hazardous evacuation routes.
   

  

Fig. 4. Models for emergency response planning in disaster management.
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Infrastructure Damage

 

Transportation Network Damage

Fig. 5. Infrastructure damage scenarios with probability of damage. 

  

 
           

Fig. 6. Population behaviour on disaster scenarios 

• Red: completely damaged
• Orange: highly damage; reduced travel 
• Green: medium damage
• Blue: light damage
• White: No damage

• Spontaneous evacuation

• Blue tracking shows heavy east-west 
movement as people evacuate away 
from disaster.

• Individual selected more hazardous 
evacuation routes
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3.2 Rapid Earthquake Damage Assessment of Buildings in Disaster Management

3.2.1. Conza Earthquake, Irpinia, Southern Italy
It is a well-known fact that post earthquake damage assessment is of great 
importance to develop an effective risk management after a strong earthquake. 
In Fig.7 shows the pre and post event satellite images of Conza Earthquake 
(Irpinia, Southern Italy). Artificial intelligence and big data can play as a vital 
tool to determine rapid damage assessment by integration of GIS and image 
process. On the other hand, due to limitations on the vertical information 
and weather conditions in satellite images, by using open access multi-views 
image/fusion systems are integrated in the image process real-time damage 
assessment of disaster areas [5].

Fig. 7. Pre- and post-event images of Conza (Irpinia, Southern Italy) struck 
by tremendous earthquake [5].

3.2.2. Adana-Ceyhan Earthquake (post- earthquake buildings) and Marmara 
Region (pre-earthquake buildings) 

Building information’s are: spatial position, connection with other buildings, 
dilatation, building structural system, material quality, number of floors, floor 
types, basement, foundation system, soil information, wall indices, people 
living inside and contacted people information can also be integrated with GIS 
and image process. Damage index or structural wall index in x and y directions 
for the previous applications/case studies are stored for artificial intelligence 
expert systems for rapid evaluations [6]. 92 buildings damaged in the 1998 
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Mw = 6.3 Adana-Ceyhan Earthquake (post-earthquake structures) and 160 
existing buildings in the western part of Turkey and Marmara region (pre-
earthquake structures) were investigated. Seismic analyses were conducted 
at the Earthquake Research Center, METU. Using the results of seismic 
performance analysis of investigated buildings as low seismic performance 
level/strengthening required, low seismic performance level but strengthening 
not economic or normal seismic performance level strengthening not required 
and corresponding critical wall index in x and y directions as shown in Fig.8 
were calculated for the RC building stock in Turkey. Knowledge-based 
information systems were developed.

                                    

Fig. 8. Wall indices for seismic performance evaluation database.

3.2.3 RC Buildings in Zeytinburnu, Istanbul
A new model [7] is developed for rapid damage assessment of buildings by 
using integration of image processing of satellite images before and after the 
earthquake disaster and the structural information databases obtained from the 
field. The seismic displacement demand is calculated based on the spectral 
acceleration obtained from deterministic and probabilistic seismic hazard 
analysis. The capacity of the structure is defined by the relationship between 
base shear vs top displacement of each building type. The “seismic displacement 
demand” determined in terms of top displacement for both deterministic and 
probabilistic seismic hazard are compared with the “displacement capacity” 
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of each building type for “life safety” and “collapse prevention” performance 
criteria. The performance of the buildings is determined through comparison 
of “seismic displacement demand” and “displacement capacity” for each 
building type. Demand/capacity ratio is determined for is seismic performance 
criteria define as “life safety” and “collapse prevention”. Performance damage 
level relationship is defined as slight, moderate/extensive and collapse. The 
methodology has been used in a pilot project in Zeytinburnu district in Istanbul 
to assess the vulnerability of the building stock (Fig.9). Control systems can 
also be used for seismic behaviour of high rise/tall building structures [8].

 

Fig.9. Damage distribution of RC buildings in Zeytinburnu  
(probabilistic seismic input) [7].

3.3 Risk Assessment of Landslide-Bridge-Tunnel to Structural Control of 
Transport Network in Disaster Management
In this case study, an interactive database was used to control the consequences 
of catastrophic events in the risk assessment of land sliding GIS based real-
time monitoring the environmental situation of an area of the Val Susa 
Valley (Province of Torino-Italy) [9]. For this purpose, the transport network 
infrastructure in the tunnel, bridge and land sliding site located in Pont-Ventoux 
can be controlled by using satellite images and monitoring sensors. Structural 
information of railway bridge and tunnel is shown in Fig.10. Management of 
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information ArcMAP and implementation of data-base GIS dynamic, structural 
analysis of the bridge and simulation of disaster events for estimation of 
vulnerability curves are the phases of the project. Satellite images and area 
subjected to landslide are shown in Fig.11.

Fig. 10. Structural Information of Railway Bridge and Tunnel in Val-Susa 
Valley, Italy

   

Val Susa Valley Area Satellite Image                       Area Subject to Landslide

Fig. 11. Satellite Images and Landslide Area of Val-Susa Valley

System architecture for interactive database is given in Fig.12 with product 
characteristics- text communication, voice communication, GIS application, 
seismometer data. It is proposed that this system will be integrated with other 
control assessment sensors/devices, drones, robots and photographs from 
social communication and an artificial intelligence system with deep learning 
and experts’ systems. Proposed system will be a rapid solution for disaster 
managements.
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Fig. 12 Interactive database in disaster management [9].

4. Conclusion
Artificial intelligence plays an important role for fast decision of integrated big 
databases by using real time and stored information’s with machine learning 
for damage assessment of infrastructure and structures. Monitoring system for 
condition assessment, GIS and image process techniques, warning systems, 
health monitoring systems, drones, robots and social media communication all 
information will be stored as big data for a city or large areas for a disaster even 
multi-hazards. Disaster response program filter and classify the social media 
messages by using image processing techniques based on deep neural network 
(deep learning). On the other hand, national risk index/maps with hazard details 
natural or man-made disasters can be used in the disaster simulation models, 
mitigation planning and risk communications. 
Infrastructure model, transportation model, communication model, power 
supply model, health care models were considered for a city or critical regions 
for emergency response planning in disaster management. Building/bridge/
tunnel structure information, wall indices (for buildings), damage index and 
damage information can be stored for machine learning from previous studies.  
Real-time GIS information, sensors, cameras, drone video pictures, social 
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media tweets and photographs will be integrated and used for fast artificial 
intelligence decisions in disaster management. Population behavior on disaster 
scenarios for spontaneous evacuation and evacuation routes can be studied for 
different cultural behaviors. 

To prevent disaster that is mostly occurred without early warning, important 
building structures, bridges, dams and tunnels will be continuously real-time 
monitoring for condition assessment and retrofitting studies to reduce the risk. 
Risk assessment and disaster management planning by using AI and big data 
for critical regions and cities can be done for different natural disasters, man-
made disasters or multi-hazard disasters.
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Abstract
Contract documents are one of the most crucial elements of a construction project 
that describes the parties’ roles, obligations, and responsibilities involved within 
the project. A detailed description of the work, specifications, conditions, or even 
exceptions are also included in these documents. Most of the time, a construction 
contract consists of a set of documents because of its detailed structure to describe 
every project stage with no clues. Therefore, it is needed to be checked completely, 
and the crucial points should be classified. Because of the detailed structure of 
documents, manually reading the documents is arduous and lengthy to classify all 
the vital points with no mistake. Since manual checking is a time-consuming and 
open-to-error burden, automated systems have been developed and used several 
times. NLP (Natural Language Processing), a research area of artificial intelligence, 
enables machines to process natural language texts using several machine learning 
techniques. Machine learning-based text classification can be categorized into two 
major types: Supervised ML and Unsupervised ML. In this paper, the comparison of 
supervised and unsupervised ML techniques for text classification was discussed in 
terms of several aspects.

Keywords: Classification, machine learning, NLP, supervised learning, unsupervised 
learning.
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1.  Introduction
A construction contract is a legal agreement between the parties involved in a 
construction project. It clarifies all roles, wishes, and specifications about all 
construction stages, including design, procurement, construction, and execution. 
Despite any other contract types, construction contracts are considerably complex 
because of their high level of uncertainty [1]. Not only mega projects but also 
regular-sized construction projects bring a high complexity level because of their 
organizational complexity [2]. Unlike routine projects, many mega construction 
projects have failed to meet client’s requirements in construction history. Although 
some of them get completed on schedule and budget, they fail to meet clients’ 
needs because of incomplete identification of the project requirements [3]. 
Moreover, Squires and Murphy [4] state that if the general contractor misses the 
client’s requirements’ critical points, the subcontract would be incompetent. When 
a subcontract is incompetent, it can create a dispute between subcontractors and be 
resulted in undesirable conditions. Therefore, manual checking may lead to human 
errors resulting in any unwilling situations, such as disputes.
On the contrary, creating an automated system using NLP (Natural Language 
Processing) introduces an effective, quick, and safe way for the classification 
process. Thus, AI-based automated systems can help contract management by 
mitigating risks and saving time.

2.  Background
2.1. Natural Language Processing
Natural language processing (NLP) is a subfield of artificial intelligence that enables 
machines to process natural language texts using several approaches. According 
to Chowdhury [5], NLP aims to develop specific methods and techniques to make 
the machines understand texts written in natural languages. This process’s source 
is based on the information gathered by observing how human beings understand 
and use language. Information extraction (IE), information retrieval (IR), and 
speech recognition are some major usage areas of NLP, and text classification 
(TC) is a subdomain of NLP. Text classification aims to classify documents into 
specific predefined categories [6]. There are two types of approaches used for text 
classification that are rule-based and machine learning-based. Hand-coded rules 
are included in the rule-based method, while algorithms are used in the machine 
learning-based method to classify texts. However, the biggest drawback of the 
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rule-based method is that it depends on exhaustive labor [7].
NLP can be used for text classification in several application areas in contract 
management, such as contract clause and meta-data analysis, identification and 
checking compliance and regulatory terms, etc.

2.2. Text Classification using Machine Learning Techniques
Until the ’90s, knowledge engineering (KE) was the most popular approach to 
text classification, where the hand-coded rules were manually defined by the 
direct knowledge of experts. In the ’90s, this approach has significantly lost its 
popularity due to an increasing trend of machine learning [8]. Machine learning 
(ML) is one of the numerous subfields that have been developed in computational 
intelligence. Researchers from different scientific disciplines have widely used it to 
deal with pattern recognition, prediction, optimization, and classification [9]. Text 
classification is categorizing the given data into a predefined set of categories. The 
classifying process is performed between the accumulation of texts and a given set 
of categories.  Although the machine learning systems used for text classification 
(TC) are automated systems, they are not fully automated because these categories 
are usually created by the direct knowledge of the expert [10]. Machine learning-
based text classification can be categorized into two major types: supervised ML 
and unsupervised ML. Human guidance is the distinctive point of supervised 
ML. The classifier algorithm is trained with training data set before the actual 
testing, where the human guidance is involved in the form of labeled data set and 
preparation of training data set. As a result, higher manual effort is needed for 
supervised ML algorithms. Unsupervised ML algorithms do not require human 
guidance. Instead, they cluster documents into potentially logical categories 
without training, and they discover and identify unlabeled datasets by themselves. 
Thus, the computational complexity of unsupervised ML is expected to be more 
than supervised ML. 

3.  Supervised Learning Algorithms
Supervised ML works based on the idea that algorithms are trained before testing 
in order to learn patterns and hypotheses. It is relatively expensive and demanding 
regarding the unsupervised ML because human labor is necessary while labeling the 
data [11]. The following mentioned are the most common supervised algorithms.
Naïve Bayes (NB) is a probabilistic classifier that uses Bayes’ Theorem. It is one 
of the simplest algorithms used in ML. It is commonly used in the training data 
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because of its simplicity and success [12]. The drawback of NB is that it can show 
bias when training data is non-homogenous [13].

Logistic Regression (LR) in ML is used for classification problems, it is a predictive 
analysis algorithm, and it tries to select the best subjects for labeling to achieve 
higher classification accuracy. Active learning is utilized in ML models, so it requires 
a large training data size to achieve consistent results [14].

Support Vector Machine (SVM) is a supervised algorithm that has been widely used 
in classification tasks. Its application areas are text classification, credit risk analysis, 
medical diagnosis, and information extraction [15]. A parameter that is learned from 
training data is the critical property of the model when making predictions. SVM 
mostly achieves the highest precision among the other algorithms because of having 
more parameters. However, it is also time-consuming relative to the other algorithms 
because of its higher number of parameters and thus higher computational time [10].

Decision trees (DT) are described as a tree consisting of separate branches labeled 
individually. Internal nodes are labeled by term, branches are labeled by term weight, 
and leaves are labeled by categories [16]. Because of the structure of the trees, the 
computational complexity increases when the relationship increases among the 
variables, which may result in a decrease in the accuracy.

K-Nearest Neighbor (kNN) works based on the idea of finding the closest training 
data to classify unlabeled data [17]. Its efficiency depends on the selecting k value, 
which indicates the number of the nearest neighbors, and sometimes deciding the 
value of k can be complicated. Tree-based k-NN can be an option to reduce this 
complexity [18].

Artificial Neural Networks (ANN) are inspired by biological neural networks. They 
work in the same logic but in a highly simplified way. In an ANN model, processing 
units come together with interconnections and form a structure [19]. ANN usage 
is common where hierarchical multi-label classification is needed and where the 
relationships are not linear because the nature of ANN allows us to capture many 
relationships between data [20].

Random Forest (RF) is the combination of several tree classifiers on different subsets. 
The classification is determined by the majority of the votes. Its idea is basically 
deciding the correct output by looking at all outputs from different classifiers and 
selecting the majority as it is correct [21].
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Table 1. Summary of the supervised algorithms [10,12,13,14,15,16,22]
Method Advantages Disadvantages

LR Easy to implement, efficient for 
training.

Requires large training data size to 
work efficiently, not suitable for 

non-linear problems.

NB

Works fast and be able to solve 
multi-class prediction problems, 
works efficiently even with less 

training data.

Assumes all the features as 
independent features so that no 

interactions can be achieved 
between features.

SVM
Effectively work in high 

dimensional spaces, mostly 
achieves high precision.

For training and testing more time-
consuming relative to the other 

algorithms.

DT Easy to understand and offers clear 
visualization.

Not suitable for large datasets, 
affected by noise.

kNN Easy to implement, requires no 
training period.

Searching for the best k value, lazy 
learning model 

Table 2. Statistical comparison of supervised algorithms [23,24,25,26]
Results 

reported 
by

Technique Classifier Used
Performance (%)

 Accuracy Recall Precision

Caldas et 
al. [23]

Vector 
representation

SVM 91.12 - -
NB 58.82 - -

kNN 49.11 - -

Ul 
Hassan et 
al. [24] 

N-gram 
(unigram)

SVM 98.51 - -

NB 95.53 - -

Zhou et 
al. [25]

Semantic 
Hierarchy

SVM - 85.2 93.5

kNN - 74.8 93.7
RF  - 86 91.5

Ul 
Hassan et 
al. [26]

N-gram 
(unigram)

NB 87.48 75 96
SVM 93.17 99 93
LR 94.18 92 97

kNN 92.03 86 93
FNN (Feedforward 
Neural Networks) 92.8 84 89

DT 89.38 98 93
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Table 2. is constructed to show the variation of the performance of the supervised 
algorithms in different studies. Accuracy, precision, and recall are the most common 
measures of performance. Accuracy is the ratio of the correct observations to the total, 
while precision and recall are the ratios of correct positive observations to the positive 
total and total, respectively. According to the table, it seems that one algorithm can 
show different behaviors in different studies because of its characteristics. However, 
we can come up with the idea that some algorithms can show consistently good 
performance on classification problems such as SVM. According to the overall 
evaluation, SVM yields the best performance, whereas NB achieves the least. 
However, except for NB, there is no significant performance difference considering 
other algorithms. Performance is a crucial measure for selecting the algorithm; 
however, it is not the only one. Because of their characteristics, the algorithms might 
have some problems related to implementation, execution time, or fitting. Depending 
on the problems, the algorithms are needed to be considered and compared in several 
ways. For example, if decision trees and neural networks are compared, advantages 
and disadvantages are almost the opposite. Decision trees are easy to be understood 
by humans, but they are troubling when there is noise in data. However, for neural 
networks, it is just the opposite. They are hard to be understood by humans, but they 
have almost no deal with noisy data [10]. Thus, we need to select an algorithm that 
depends on not only accuracy but also its characteristics.

4.  Unsupervised Learning
Unsupervised ML, also called cluster analysis, is a type of ML technique that 
clusters data. Unlike supervised learning, no training data is introduced to the system 
to execute the clustering process [16]. Unsupervised algorithms have a principle 
that works as clustering documents in a group that are more similar to each other. 
Although it seems complex initially, it will increase its efficiency when much data 
is introduced [27].

Hierarchical Clustering Algorithms are among the most common unsupervised 
algorithms that try to build hierarchy between the clusters. The classification process 
is operated by merging and splitting the clusters formed in either a bottom-up or 
top-down fashion. The algorithm is not capable of performing adjustments after a 
merge or split has been executed. Therefore, a merge, or split decision may lead to 
low-quality output if it is not chosen at an appropriate step [28].
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K-means Clustering is another standard and relatively simple unsupervised 
algorithm. The purpose of the algorithm is to collect data points into k unknown 
clusters where k stands for cluster number. It is relatively fast and straightforward 
and usually gives good results [29].

5.  Comparison of Supervised and Unsupervised Methods
In this study, the comparison of machine learning techniques for text classification 
is discussed.  According to Sebastiani [8], there is no specific type of best ML 
algorithm for all domains, depending on the conditions. Besides, supervised ML 
techniques usually yield better performance but need extra human guidance rather 
than unsupervised ML. However, these comparisons are reliable only if the same 
author performs the studies under the same controlled conditions. 
In their research related to automated compliance checking, Salama and El-Gohary 
[30] selected a supervised ML approach instead of an unsupervised one. The 
authors argued that supervised TC is more time-consuming than unsupervised TC 
because preparing a training data set requires time and effort. However, supervised 
TC is advantageous in the case of performance. Since it works with human 
guidance, it usually gives higher performance (in terms of precision and recall) than 
unsupervised TC. Also, they claimed that domain-specific labels are needed since 
the problem they have is domain-specific, so the supervised approach fits better in 
these situations. In addition, Zhou and El-Gohary [25] also stated that unsupervised 
ML’s accuracy is often less accurate concerning supervised ML because of the lack 
of training and human guidance.

Ozgur [31] has compared the quality of clusters produced by supervised and 
unsupervised approaches. Several supervised and unsupervised algorithms have 
been evaluated on five different tests consist of different datasets, and F-measure 
has been used for performance measurement. F-measure (or F-score) is a cluster 
evaluation metric that combines the precision and recall values as shown in Eq. 1. 
The highest value of the F-measure is 1.0, which represents the perfect precision 
and recall.

F-Measure=  (2*Precision*Recall)

                             (Precision+Recall)

  
(1)
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Table 3. Results of the comparison study [31]

F-measure
                                   

Test 

Algorithm 
               

1 2 3 4 5

k-means 0.984 0.497 0.597 0.196 0.473
kNN (traditional) 0.983 0.593 0.763 0.247 0.58

NB 0.983 0.485 0.525 0.111 0.463
SVM 0.991 0.666 0.816 0.297 0.652

According to Table 3., one can say that supervised algorithms tend to yield higher 
performances in comparison to the unsupervised ones. Unlike unsupervised 
techniques, supervised techniques use the similarity between texts and the 
information of class labels they have been learned in the training session. However, 
we can observe that k-means as an unsupervised algorithm usually yields better 
performance than a supervised algorithm NB. As another observation, it can be said 
that SVM is the most successful algorithm in terms of performance according to the 
overall average. However, it is seen from Table 3. that algorithms’ performances 
changed significantly on different datasets. For instance, NB has an F-score of 0.983 
on Test 1, whereas this number was decreased to 0.111 on Test 4. As a result, the 
search for a best-fitting algorithm according to the problem is more logical than the 
search for the algorithm with the best overall scores. 
Ko and Seo [32] have compared supervised and unsupervised learning approaches 
for text categorization. The authors aimed to see the difference between hand-
labeled training data and automated labeled training data by unsupervised learning. 
The proposed method in the study was preparing the training data by unsupervised 
learning because of the high cost and time required for hand-labeling. They resulted 
in that supervised and unsupervised (proposed method) systems reached 75.6% and 
71.8% F-scores, relatively. Because of the insignificant difference between methods, 
the authors argued that the proposed system could be used in the areas where the cost 
of hand-labeling is high.

In another research [33], the authors developed an unsupervised approach and 
compared its performance with the previous supervised approaches. They stated that 
the highest achieved performance is 98.69% for recall and 92.70% for precision, 
which are slightly higher than those achieved in the previous supervised approaches.
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SVM’s and neural networks usually achieve higher grades of performance when they 
are dealing with multi-dimensional problems. Differently, logic-based algorithms 
such as DTs are usually better when dealing with categorical/discrete featured 
problems. K-NN is hypersensitive to irrelevant features because of the algorithms’ 
nature so that they are very inefficient when the problem has irrelevant features [20].

6.  Application Areas in Construction Industry
Automated TC has almost reached the effectiveness of the human experts working 
in that area. Human experts’ effectiveness is not even 100%, and machines can 
complete the classification tasks in just seconds. Thus, the classification process 
can be improved with the combined work of humans and machines [8]. As a 
result, automated TC techniques have also been tested and used several times in 
the construction industry. Some of the studies, other than construction contracts, 
related to application areas of ML approaches in the construction industry are 
listed in Table 4.

Table 4. Examples of application areas of ML Approaches 
[23,24,25,34,35,36,37,38,39]

Study Technique Application Area
Ur-Rahman et al. [34] Supervised ML Classification of Post Project Reviews (PPRs)

Chi et al. [35] ML-based TC Classifying safety standards for field 
inspection

Chi et al. [36] Supervised ML Extracting safety text resources to support 
Job Hazard Analysis

Sajadfar et al. [37] Deep Learning Text detection and classification of 
construction documents

Fang et al. [38] Deep Learning Classification of near-misses from safety 
reports

Caldas et al. [23] Supervised ML

 Organization and access in construction 
management information systems based 

on automatic hierarchical classification of 
construction project documents

Zhong et al. [39] Deep learning Automatic classification of Building Quality 
Complaints (BQCs)

Ul Hassan et al. [24] Supervised ML
Automated identification and extraction of 

client requirements 
from construction contracts

Zhou et al. [25] Supervised ML Automated Compliance Checking of 
Environmental regulatory documents

Zhou et al. [33] Unsupervised 
ML

Automated compliance Checking of 
Construction regulatory documents
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Construction contracts bring certainty by transforming uncertainties into defined 
risk events. When a contract is incomplete or miss-checked, it is called suboptimal. 
Suboptimal contracts can cause erosion of profit margin if contractual incompleteness 
arises [40]. However, according to Table 4., ML-TC’s application area is not limited 
to contracts. The reports of past events and projects have a big potential for efficiency 
increase in construction projects, and some of the researchers have already studied 
those areas [34, 35, 38].

Although contract documents have a significant usage area for machine learning 
classification, as stated in previous parts of this study, there are many other machine 
learning TC applications in the construction industry. According to the study [34], the 
author claimed that past projects’ unstructured data could be helpful by transforming 
into usable formats. Decision-makers can use this identified knowledge, and it can be 
adapted for future projects. Moreover, in their research [33], the authors stated that 
automated systems could save time and resources and reduce the error probability in 
compliance checking.

The effective usage of ML-based systems depends on the collected data. The process 
consists of two main steps. The first step is to collect as much data as possible. It can 
be previous work analysis and reports or contracts etc. The second step is turning 
these unstructured data into a structured readable format for automated systems. As 
a result, a systematic usage of the ML-based classification system can be achieved 
and utilized in many ways, as stated in Table 4.

7.  Conclusion
This paper describes text classification methodologies by different machine learning 
algorithms and their application areas in the construction industry, especially for the 
contract documents, based on the related literature review. Since manual checking 
is time-consuming, resource-consuming, and an open-to-error burden because of 
humans’ nature, an automated TC approach has been considered. TC process may 
be more efficient and productive by combining humans and automated systems [20]. 
The practical usage the machine learning for contract document checking can reduce 
the costs for either short-term by reducing the effort and time required for manual 
reading, or long term by preventing disputes or any other unwilling situations arising 
from contractual misunderstandings. We have discussed and compared the TC 
algorithms’ characteristics, usage areas, and performance. Our aim was not to select 
a superior algorithm but to understand algorithms’ natures to select the most suitable 
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one under different conditions. We have come up with the main idea that there is no 
algorithm working with the best performance in all conditions, but some have higher 
overall performance, such as SVM. 

Since all algorithms have their strong and weak sides, creating a hybrid system 
by integrating two or more algorithms may be a solution to increase the existing 
algorithms’ performance. Based on a related literature search, hybrid approaches 
were developed in several studies; however, they are not included since they are out 
of the scope of this study.

In this study, a systematic approach was explained for selecting suitable algorithms 
under different conditions instead of performing countless numbers of trial errors 
to find the optimum. However, further study is needed to apply TC algorithms to 
different cases and document the results. 
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Abstract
Electricity consumption fluctuates in a day due to changes in various parameters. 
The changes in consumption rates are important for production planning since the 
current state of technology does not allow storing the electricity. Hence what is 
produced should be consumed simultaneously. In the event of predicting the demand 
inaccurately, redundant energy creates losses in money and energy resources; 
similarly, insufficient energy causes power shortages in the grid. Thus, the demand 
should be predicted accurately so that electricity production can be planned correctly. 
Current prediction methods are mostly based on expert opinions and manual 
spreadsheets. However, these methods are not accurate due to unpredictable variables 
affecting electricity consumption. Other methods using innovative techniques such 
as artificial intelligence (AI) usually predict up to daily frequency. Therefore, there 
is a gap in hourly electricity consumption prediction in the literature. This study 
provides a literature review including several prediction models and gives the early 
results of an AI-based prototype. The research shows significant variables that affect 
electricity consumption, and it reveals the accuracy score of different AI models, 
including decision trees, support vector machines, and deep learning tools. Finally, 
the changes in the consumed amount of electricity due to COVID-19 are shown. 
The data used in the study was taken from an industrial region, including hourly 
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electricity consumption for three years. This study contributes to the literature by 
gathering different studies, presenting the results of an AI prototype, emphasizing 
the importance of data, and revealing insights into electricity consumption changes 
in pandemics.

Keywords: Electricity Demand Prediction, Industrial Electricity Consumption, 
Artificial Intelligence, Machine Learning, 
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1. Introduction
Electricity is one of the mainstream life sources of civilized societies. It is needed 
for both producers and consumers to keep industrial plants running and provide 
sufficient energy to residents. The increasing population and industrial activity 
demand more and more energy from the grid, making electricity production 
planning more important [1,2]. In addition, preventing energy waste became a must 
to have sustainable cities and grids, so energy management is the key [3]. To have 
a properly functioning production plan, the demand for electricity should be known 
by the electricity producers so that a balanced supply-demand relationship can be 
maintained [4]. The reason is that current methods do not allow storing the electricity, 
although there are ongoing studies pursuing that goal [5]. As a result, the generated 
electricity is highly dependent on the consumer side. If the electricity generation is 
higher than demand, an excessive amount is wasted, as well as money and energy 
resources. On the contrary, if the electricity supplied to the grid is lower than the 
demand, consumers suffer from power shortages, and additional power plants need 
to be activated due to emergencies. Similarly, the result is inevitable financial loss. 
Obviously, both scenarios lead to inefficiencies and losses [6]. Therefore, accurate 
demand prediction is crucial.

There is a wide range of prediction methods composed of traditional techniques 
such as regression-based approaches and innovative techniques such as artificial 
intelligence. A regular electricity consumption data set possesses a nonlinear 
structure; therefore, innovative techniques are more adaptive to such nonlinearity 
in the data [1]. Also, the fact that electricity consumption is affected by a plethora 
of variables makes accurate prediction more challenging [7–9]. The literature 
includes a variety of research trying to reach the least prediction error in electricity 
consumption so that electricity generation can be planned wisely. However, they 
focus on a standard set of input variables, and they do not address the changes in the 
consumption due to COVID-19 [10,11]. Furthermore, their prediction frequencies 
are mostly daily or monthly, and the studies trying to forecast hourly consumption 
are not too many. It is known that electricity demand prediction can be in different 
frequencies. These prediction frequency intervals are called short-term, medium-
term, and long-term forecasting [12]. Hence, the studies are also divided into three, 
and this research pursues short-term prediction in hourly intervals so that hourly 
load given to an industrial facility can be observed. Also, this paper aims to show the 
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relevance of parameters affecting the electricity demand rather than trying to reach 
minimum prediction error. Although the tool’s primary goal is to predict electricity 
consumption with minimum error, this study provides the initial findings of the 
research.

2. Literature Review
The literature consists of different studies using a wide range of intelligent prediction 
tools aimed to predict electricity demand. Jawad et al. (2020) [6] aimed to achieve 
the least cost electricity load forecasting through AI and ML models. Their technique 
includes multiple linear regression, k-nearest neighbors, support vector machines, 
random forest, and AdaBoost. Similarly, Ozer et al. (2021) [12], Xu et al. (2020) 
[13], and Ullah et al. (2020) [14] used deep learning and smart meter sensors for 
short-term load prediction. Deep learning has been the focus of researchers, and 
there are studies aiming at the short-term forecast for electricity consumption [15]. 
Also, Bedi and Toshniwal (2019) [1] and Liao et al. (2020) [16] created a deep 
learning-based model to predict long-term electricity demand, and they compared the 
findings with the result of other models based on artificial neural network, recurrent 
neural network, and support vector machines. Similarly, Marino et al. (2016) [3] 
and Jeyaraj and Nadar (2020) [17] used deep learning to reveal building-level 
electricity consumption and compared the method’s accuracy with the outputs of 
artificial neural networks and support vector machine tools. However, what they [3] 
did is to predict consumption with a one-minute frequency. Their [3] following study 
used convolutional neural networks with the same purpose but focusing on one-
hour frequency rather than one minute [18]. Kheirkhah et al. (2013) [2] combined 
AI techniques, including artificial neural networks to explain monthly and seasonal 
changes in the consumption trends. Atef and Eltawil (2019) tried to decrease peak 
load demand through an effective consumer demand response strategy. Their method 
was based on deep learning and hourly demand prediction. According to the findings, 
deep learning yielded significantly better predictions than other tools such as support 
vector machines. As for generalized linear models, Vaghefi et al. (2015) [19] used 
the method to model industrial electricity loads. Also, Ahmad et al. (2018) [20] used 
different machine learning tools, including generalized linear models, to predict short, 
medium, and long-term energy usage. Considering decision trees, gradient boosted 
trees, and random forest, Galicia et al. (2018) [21] used these three AI methods 
to observe and forecast the electrical demand. Likewise, Bellahsen and Dagdougui 
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(2021) [22] used random forests, k-nearest neighbor and deep learning tools for short 
term load forecasting. Other than comparing different AI tools, studies conducted a 
comparison using the same technique but changing learning parameters such as the 
activation function [23]. To clarify the consumption trends during the pandemic, 
Lu et al. (2021) [24] proposed a prediction framework that accounts for the impact 
of COVID-19 on electricity consumption. The previous studies are gathered in the 
study of Kuster et al. (2017) [25]. There are several other publications aiming at 
similar objectives, and these studies are provided in Table-1.

3. Methodology
This study shows the early results of an AI-based prediction tool for electricity 
demand. The tool is fed with data including past hourly electricity consumption 
values of an industrial area (dependent variable) from 2018 to 2020, and the 
independent variables are collected from several sources. To understand what type 
of variables are needed, two main sources of information are used. One of them is 
past studies aiming to achieve accurate electricity demand prediction. The studies 
are obtained from search engines such as Scopus, Web of Science, and universities’ 
thesis databases. The second source is expert knowledge. Experts on electricity and 
electricity prediction participated in this study to create a sophisticated tool. As a result, 
the decision variables are selected. The data includes hourly electricity consumption, 
which is the dependent variable of the prototype. The independent variables are also 
collected using external sources. While creating the model, RapidMiner Studio is 
used to preprocess the data and set up AI models. The software is chosen considering 
the wide range of models it provides, the possibility of changing model parameters, 
and the easy-to-use interface with visuals. The outputs taken from the software are 
provided in this study. Finally, to observe the changes during the COVID-19 period 
(after March 2020), the monthly sum of consumption data is revealed from the 
perspective of the industrial plant.

4. Types of AI Techniques and Variables
Artificial intelligence is an umbrella term covering multiple techniques. Each of 
these methods addresses different needs and datasets, and their accuracy varies 
accordingly [6]. Therefore, different AI tools and different dataset combinations are 
utilized in this study. 



ISTANBUL AYDIN UNIVERSITY PUBLICATIONS

52

4.1. Prediction Techniques
To measure the accuracy of different prediction tools under different data 
combinations, these tools are tested in RapidMiner Studio. These techniques are 
generalized linear model, deep learning, decision tree, random forest, gradient 
boosted trees, and support vector machines. Table-1 shows the studies using the 
corresponding tools. It should be stated that the table includes publications that are 
not mentioned in the literature review due to their scope but given considering their 
prediction technique.

Table 1: Prediction Tools Used in This Study

Techniques Literature
Generalized Linear Model [16,19]

Deep Learning [1,3,23,26,12–18,22]

Decision Tree [20,21]

Random Forest [8,16,21,22,27]

Gradient Boosted Trees [21,28]

Support Vector Machines [6,8,16,24,29–40]

4.2 Input Variables
As mentioned earlier, electricity consumption is affected by several different 
parameters. The studied AI tool is planned to include a wide range of datasets 
incorporating different variables. The reason for that is to observe the relevancy of 
these variables with electricity consumption through different data combinations. 
Although this is one of the primary goals of the tool, this study only includes a 
limited number of data types. The types of data and their frequency are given in 
Table-2.

5. The Early Results of the Study
Three models are created in this study. The combinations of data variables are given 
in Table 2. The AI tools are applied to each combination, and the results of the 
models are given in Fig. 1, Fig. 2, and Fig. 3. In the first combination, the variables 
whose impact on electricity is widely acknowledged are given as input. In the 
second combination, wastewater treatment data that belongs to the region covering 
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the location of the industrial area is added to the data used in Combination-1. In 
the last combination, drinking water consumption data is added to the data used 
in Combination-2. In this way, it is aimed to observe new variables that are not 
commonly studied but have a correlation with electricity consumption. Finally, the 
impact of COVID-19 on the electricity consumption trends is shown in Fig. 4.

Table 2: Data Combinations

Variables Role Frequency Combination 
-1

Combination 
-2

Combination 
-3

Electricity Output Hourly X X X

Calendar 
Data Input Daily X X X

Exchange 
Rate (USD/

TL)
Input Daily X X X

Industrial 
Production 

Index
Input Monthly X X X

COVID-19 Input Daily X X X

Wastewater 
Treatment Input Monthly X X

Drinking-
Water Input Monthly X
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5.1 Combination -1 

Fig. 1. RapidMiner Studio Output - Model 1

The Most Accurate Tool: Gradient Boosted Trees
Relative Error: 15.4%
Standard Deviation: ±0.1%

5.2 Combination -2

Fig. 2: RapidMiner Studio Output - Model 2

The Most Accurate Tool: Decision Tree
Relative Error: 7.2%
Standard Deviation: ±0.1%
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5.3 Combination -3

Fig. 3: RapidMiner Studio Output - Model 3

The Most Accurate Tool: Decision Tree
Relative Error: 6.9%
Standard Deviation: ±0.2%

Fig. 4: Monthly Electricity Consumption Values for Three Years 

6. Discussion of the Results
Having different data combinations and different prediction tools enables observing 
the accuracy of prediction under different conditions. The results can be interpreted 
from two different perspectives: in terms of input types and prediction tools.
The first combination shows that the gradient boosted trees model gives the most 
accurate prediction with a relative error of 15.4%. This error dramatically decreases 
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to 7.2% with the decision tree model of the second combination. This result shows 
that wastewater treatment has an important impact on electricity consumption. When 
the drinking water amount is added as input, the relative error slightly decreases to 
6.9% with decision trees, but the standard deviation of the prediction rise by 0.1%

The literature includes studies showing that the deep learning technique outperforms 
many AI techniques [26], and this study also shows an increase in accuracy when 
the model was changed to deep learning. However, as mentioned earlier, the 
accuracy of different AI tools may vary depending on the dataset, and the decision 
tree (in Combination -2 and -3) and the gradient boosted trees (in Combination -1) 
outperformed other tools. This output implies that the ultimate tool can be based on 
one of the two prediction models.

Finally, Fig. 4 shows the electricity consumption trends in the past three years (2018 
to 2020). It is visible that the trends in 2018 and 2019 show a similar behavior 
although the values change. However, after May 2020, when COVID-19-related 
restrictions are applied in Turkey, the trendline showing electricity consumption 
behaves differently than the previous years. During this period, industry-based 
electricity consumption constantly increased. Although the data for November and 
December 2020 is missing, based on the past trend, a similar rise can be expected.

2. Conclusion
Consumers are the most critical node of an electricity grid since their demand 
directly defines the amount of electricity that needs to be generated. Therefore, 
accurate prediction models are crucial for the market where companies generate and 
distribute electricity. Studies trying to predict such demand should adopt artificial 
intelligence and machine learning-based techniques since they are adaptive to 
nonlinear datasets. However, a wide range of prediction techniques and the fact that 
electricity consumption is affected by several parameters create inaccuracies due to 
poor adoption of these tools. Predictions can yield worse predictions than traditional 
techniques due to insufficient knowledge of their types and use cases. Therefore, this 
study shows the differences between AI-based forecasting tools and the impact of 
different types of inputs on accuracy. As part of more extensive research that aims to 
create a tool with the minimum hourly prediction error, this paper exhibits the early 
findings for selecting the appropriate machine learning technique and datasets. The 
variables of wastewater treatment and drinking water consumption are considered 
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unique to this research since they lack in similar studies. Although not required, this 
study incorporated them to understand the relevance between them and electricity 
consumption. It is believed that this study will shed light on not only its future but 
also similar studies having a similar purpose.
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Abstract
Modern seismic structural design codes utilize performance-based procedures to 
assess new and existing structures. Nonlinear response of each element is defined 
and assembled to simulate the overall response of the structure under given seismic 
loads to evaluate against the limit states assigned per performance criteria. For 
this assessment the nonlinear response of individual components modeled in the 
structural analysis under varying loading conditions is needed. Detailed nonlinear 
finite element analysis has been widely available for this purpose, yet the level of 
detail to simulate the response for each element individually can be cumbersome and 
impractical for several cases in regular design assessment. ANN are presented as an 
alternative means to derive accurate nonlinear element response of structural elements 
from a dataset based on both detailed nonlinear simulations and experimental tests 
by way of a bolted angle component representative of the range used in practice. It 
is demonstrated that it is possible to consolidate a wide array of test and analytical 
data into a practical tool to accurately predict nonlinear response. Although there are 
many complex configurations of neural networks possible for even more complex 
problems, it is shown that simple neural network architecture can create very 
effective predictions of the nonlinear response of bolted steel connections which can 
be generalized for a wider range of structural components.

Keywords: artificial neural networks (ANN), nonlinear response, seismic design, 
performance-based design, element response, bolted connections.
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1. Introduction
Modern seismic structural design codes utilize performance-based procedures to 
assess new and existing structures [1,2,3]. The nonlinear response of each element 
under static or dynamic loads are defined and assembled to simulate the overall 
response of a structure under given seismic loads. Defined structural elements 
are then evaluated against their limit states assigned according to the designated 
performance criteria. There is a need for representative nonlinear response 
of individual components modeled in structural simulations for performance 
assessments under varying loading conditions. Design codes provide prescriptive 
means to model element response or allow alternative testing and analysis to derive 
realistic, idealized element response. Detailed nonlinear finite element analysis has 
been widely available for this purpose, yet the level of detail to simulate the response 
for each element individually can be cumbersome and impractical for regular design 
assessment.

This study presents an approach to capture, rationalize, and generalize the response 
of structural elements from a set of detailed nonlinear simulations and tests by way 
of a bolted angle component using a trained artificial neural network (ANN). The 
methodology of an ANN is inspired by actual biological nervous systems that consists 
of several neurons connected to each other. The neuron, also referred to as a node, 
is the building block of the network which is a simple mathematical function which 
takes a scalar input and converts it to a desired output. By linking these neurons in 
layers, the cumulative behavior of a network of neurons can be tailored to take inputs 
and process them to lead to a desired behavior. 

In the scope of Artificial Intelligence (AI), ANN is a machine learning (ML) approach 
in which algorithms process signals via interconnected nodes. Neural networks are 
the backbone of deep learning which is a subfield of ML. ML itself is a subfield of 
AI. ANN is considered “weak” AI. Weak AI is defined by its ability to complete a 
very specific task, whereas stronger forms of AI will be able to incorporate more 
human behaviors like intuition. Research on “strong” AI continues [4]. Work on 
AI is rapidly evolving. Current applications are only scratching the surface of the 
potential of AI in general for engineering applications.

The application of ANN for several different types of civil and structural engineering 
problems have been studied since the early 1990s [5,6]. Recent studies continue to 
demonstrate the effectiveness of ANN’s to predict the overall nonlinear hysteresis 
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behavior structural connections [7] as well as global structural responses under 
earthquake excitations using less parameters, data and computation utilizing more 
advanced algorithms [8,9] compared to traditional simulations.

This study is based on the approach presented by Ghaboussi et. al. [10] utilizing 
the Matlab Neural Network Toolbox [11]. There are several alternative open-source 
programming libraries available to similarly create and train ANN models for a wide 
range of engineering problems.

A dataset of nonlinear force-displacement responses of 270 bolted steel angle 
connection simulations are used to train an ANN which is used to predict the response 
data excluded from the training dataset. For reference the same data is used to fit a 
curve function to compare prediction capabilities of the different approaches. The 
fitted function and ANN are also used to predict the response of experimentally tested 
bolted angle connection members to truly assess the ANN prediction capability and 
practical usefulness beyond the simulations used for training. Although there are 
many complex configurations of neural networks possible for even more complex 
problems, it is shown that a simple neural network architecture can create very 
effective predictions of the nonlinear response of bolted steel connections which can 
be generalized for any structural component.

2. Modeling Nonlinear Response of Bolted Angle Connection Components
2.1. Connection Topography and Parametric Variables
The geometrical and topological parameters used to create the data set are explained 
in this section. Table 1-7 in the AISC LRFD Specification [12] lists all the geometrical 
properties of angles available for use in structural steel connection design. A rational 
data set of bolted angle geometry and topography that covers the whole range of 
parameters used in design practice is selected. Bolted angles are commonly used as 
connection components to connect the top and bottom flange and web of a beam to 
the web or flange of a column.

A common bolted angle connection component configuration shown in Fig. 1, is 
used in this study where two tension bolts connect the angle to a column and four 
bolts connect the angle to a beam. The angle sizes and bolt gage govern the size of 
bolts that can be used in a connection base on whether it can be accommodated for 
the given configuration. Based on the angle profile and bolt size a topography is 
determined per AISC LRFD Specifications.
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The parameters that describe the topography of the bolts on the angle are a function 
of the size of the bolt and the size of the angle chosen for the connection. Bolt sizes 
from 1/2 inch (1.27 cm) to 1 inch (2.54 cm) are used in this study. The full range of 
each parameter per angle and bolt size is determined and included in the data set. All 
common angles sizes reasonable for a connection are used in this study. The table in 
Fig. 1 lists the geometric and topographic parameters of angles in the dataset which 
are analyzed to creating a large dataset of connection responses.

Fig. 1. Bolted angle connection topography and design set parameters. (inch units)

2.2. Construction of Parametric Data Set Variables
The refined 3D finite element modeling for the bolted angle connections shown in 
Fig. 2 follows the principals outlined in the [13] where the force response of the 
connections is obtained by imposing a displacement to the edge of the pull plate 
connected to the angle.

Fig. 2. Typical half symmetry bolted angle mesh model in  
initial and loaded condition.
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2.3. Curve Fitting Based Connection Response Prediction
Previous studies have used various parametric formulas to fit the moment-rotation 
response of various types of connections. Such fitted equations are usually only 
reliable in the range of parameters they were fitted with. The bolted angle connection 
response dataset created using the refined 3D finite element simulations give a 
considerably wider range of data to work with to fit a parametric function to model 
and predict connection response. 

Following a similar methodology followed by Bahaari and Sherbourne [14], the 
Richard-Abbott function [15] is used to characterize the force-displacement response 
of the bolted angle connections as a reference to gage the prediction of the trained 
ANN. Error in the function predictions compared to the analysis models reveal the 
inherent limitation of using functions to fit the response of angles. In general, simple 
functions do not have the flexibility to be representative for the response all the 
connection cases.

2.4. Neural Networks Based Connection Response Prediction
Although there are many complex configurations of neural networks possible for even 
more complex problems, it will be shown that simple neural network architecture 
can create very effective predictions of bolted connection response.

A single neuron, shown in Fig. 3, individually takes on one or more input, p which 
are multiplied by a scalar weight, w. All the weighted inputs are summed and a scalar 
bias, b is added to forms the argument, n for the transfer function, f. The transfer 
function, also known as an activation function, is usually a step function or a sigmoid 
which gives the final output, 

Fig 3. Schematic representation of the mathematical functioning of a neuron.



ISTANBUL AYDIN UNIVERSITY PUBLICATIONS

68

The weight adjusts the effect of an input to a particular node while the bias adjusts the 
cumulative input into the transfer function of a particular node. The act of adjusting 
the weights and bias so the output of a neuron or a network matches the targeted 
response is referred as training. Usually, the objective of the training is to minimize 
the mean square error (MSE) between the output and the target data. Once the neural 
network is trained for a given set of data it is expected to give reasonable output 
for cases (input) it has not encountered during the training process. The network of 
neurons can be used to predict the behavior of systems with limited available data. 
Once the architecture along with the numerical values of the weights and biases are 
known, the application of a neural network is mathematically straight forward.

There are many training algorithms developed in literature which is beyond the 
scope of this study, though all these training algorithms use the gradient of the 
performance function (the mean square error) iteratively to adjust the weights and 
biases to minimize the performance function. In each iteration the weights and 
biases are adjusted in the direction of the negative gradient of the performance 
function. A technique named backpropagation is used where the computations are 
performed backwards through the network using the derivatives of the network error 
to determine this gradient. Various optimization methods are implemented to speed 
up the training process.

The architecture and method of training affects the success of a network to “fit” 
the data. While having a larger neural network means more computation time for 
training, more nodes and layers does not particularly mean a better fit. The balance 
of the number of layers and nodes of the network are important as these affect the 
overall fitting and prediction performance.

A sigmoid transfer function is commonly used in multilayer networks. The function 
takes input, n from an infinite range and compresses it into a finite output range for 
a of [-1,1]. The expression for the hyperbolic tangent sigmoid function used in this 
study is shown in Fig. 4.

Fig 4. Hyperbolic tangent sigmoid transfer function.
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To have the transfer functions work efficiently, all data used in training the network 
are normalized to the range of [-1,1]. Thus, the weights and biases are tuned to handle 
normalized input data. The minimum and maximum data values of each parameter 
are required to make use of the neural network. The simple relationship shown in 
Eq. (1) is used to preprocess the input parameter, p by condensing it between the 
minimum and maximum value scaled to a range between -1 and 1 while Eq. (2) post 
process the output data by mapping the output value, p to its actual numerical value.

 
 
Input parameters used to train the ANN are as follows (shown in Fig. 1): L1, the 
beam side leg length of the angle; L2, the column side leg length of the angle; t, 
the thickness of the angle; db, the bolt diameter; w, the angle width; g1, the tension 
bolt gage; and d, the displacement of the connected pull plate bolted to the angle 
which are mapped to the force response by the neural network.

2.5. Trained Neural Network for Connection Response
The full architecture of the 3 layer 7-7-1 node ANN capable to model the force-
displacement of bolted steel angle connection components is shown schematically 
in Fig. 5. The input is an array of variables which describes the various properties 
of the angle shown in Eq. (3). The input vector, p includes the displacement, d in 
inches as a component for which the NN computes a response force F in kips. To 
create a response curve the displacement, d in the input vector is looped from 0 up to 
2.5 inches (6.35 cm) is inputted to the ANN at a desired increment resulting in each 
loop giving a single point on the curve. The vectors pmin and pmax describe the 
boundaries for the input variables with which the ANN was trained. These vectors 
are used to scale the input before entering them into the NN using Eq. (1). Similarly, 
the output Fn is scaled with Eq. (2) using the minimum and maximum values given 
in Eq. (4).
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vector is looped from 0 up to 2.5 inches (6.35 cm) is inputted to the ANN at a desired increment 
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to scale the input before entering them into the NN using Eq. (1). Similarly, the output Fn is 
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All the layer weights and bias for the trained ANN are given in the Eqs. (5) to (8). The 
normalized input vector is multiplied with the input weight matrix, IW1,1 which relates the input 
to the first hidden layer. The resulting nodal values are summed with their respective bias and 
processed by the sigmoid transfer function shown in Fig. 4. This set of operation results in the 
hidden layer vector, a1. The same operations are repeated by multiplying the a1 vector with the 
layer weight matrix LW2,1 which relates the second hidden layer to the first layer. With the 
same set of operations, the summed nodal values are summed up with their respective bias 
values and processed by the transfer function resulting in the second hidden layer, a2. The ANN 
output is a single node representing the force related to the given displacement, so the layer 
weights form a vector LW3,2. Summing the result with the bias gives the scaled output. The last 
node is set so the transfer function is a simple linear relation which requires no function 
transformation. 

The algorithm to compute a single point on the force-displacement using the ANN as described 
above is presented compactly in Eq. (9). This algorithm can simply be implemented in a code 
with the angle parameter variables entered and placed in a loop with the displacement variable 
plotting point by point the nonlinear force response of a bolted angle connection. 

(1) 

(2) 

(3) 

(4) 
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All the layer weights and bias for the trained ANN are given in the Eqs. (5) to 
(8). The normalized input vector is multiplied with the input weight matrix, 
IW1,1 which relates the input to the first hidden layer. The resulting nodal values 
are summed with their respective bias and processed by the sigmoid transfer 
function shown in Fig. 4. This set of operation results in the hidden layer vector, 
a1. The same operations are repeated by multiplying the a1 vector with the layer 
weight matrix LW2,1 which relates the second hidden layer to the first layer. 
With the same set of operations, the summed nodal values are summed up with 
their respective bias values and processed by the transfer function resulting in 
the second hidden layer, a2. The ANN output is a single node representing the 
force related to the given displacement, so the layer weights form a vector LW3,2. 
Summing the result with the bias gives the scaled output. The last node is set 
so the transfer function is a simple linear relation which requires no function 
transformation.
The algorithm to compute a single point on the force-displacement using the ANN 
as described above is presented compactly in Eq. (9). This algorithm can simply 
be implemented in a code with the angle parameter variables entered and placed 
in a loop with the displacement variable plotting point by point the nonlinear force 
response of a bolted angle connection.

2.6. Verification of Model Predictions Using Analysis Data
The response of connection configurations not used for fitting and training are 
predicted by both the fitted Richard-Abbott function and neural network model 
and compared to assess their prediction performance. The variables used in the 
verification cases are given in bold in Table 2 in comparison with the variables 
used in training the models. In total, 18 connection configurations are simulated 
and compared to the function and ANN predictions. The mean average of the 
square root of the summed squares of the residual between the dataset and both 
the fitted equations and ANN is presented together in Fig. 6. Nonlinear response 
curves simulated and predicted are compared in Fig. 7. Clearly the ANN response 
predictions for all 18 cases are more accurate when compared to the parametric 
fitted function predictions.
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Fig. 5. Schematic representation of trained neural network for simulating the force-
displacement response of bolt steel angle components.

 

Fig. 6. Comparison of the mean average of the square root of the summed squares 
of the residual between the simulated bolted angle connections response and the (a) 
the fitted parametric Richard-Abbot function and (b) the trained ANN predictions.
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Table 2. Connection verification data set parameters in bold

Fig. 7. Nonlinear behavior of bolted steel angle connections generated by FE 
simulation compared to prediction by the fitted Richard-Abbot (R-A) equation and 

the trained ANN for cases not used in the fitting and training.



PROCEEDINGS OF  INTERNATIONAL CONFERENCE ON  
AI AND BIG DATA IN ENGINEER ING APPLICATIONS

73

2. 3. 1 Model Prediction of Experimental Data
The parametric fitted Richard-Abbott function and trained ANN are used to predict 
the response of experimentally tested bolted angle connection members to truly 
assess their prediction capability and practical usefulness beyond the dataset they 
are based on. As part of the extensive experimental work done by Swanson [16] on 
T -stub connections which involved testing individual steel connection components 
under cyclic loading, thick angle components were also tested as possible alternatives 
to using T -stubs. The geometry and topography of the tested angles are within the 
scope of the fitted equation and trained ANN and offers an ideal test bed for their 
performance in predicting their response. The angles were designed to be connected 
within a beam-column assembly with a pair of tension bolts on the column side leg 
and four bolts on the beam side leg as shown in Fig. 8.

All the angles tested were of A572 grade 50 steel and had a thickness of one inch. 
The beam leg was 8 inches (20.32 cm) while the column leg had a varying length 
of 4 and 6 inches (10.16 and 15.24 cm, respectively). Bolt sizes of 7/8 and 1 inch 
(2.22 and 2.54 cm, respectively) were used and based on the diameter bolt spacing 
on the beam side leg were varied slightly. The geometrical parameters of each test 
specimen are listed in the table in Fig. 8.

Fig. 8. Bolted angle connection topography and experiment test specimens.

The specimens tested by Swanson were subjected to cyclic axial loads following a 
protocol consisting several constant cycles of increasing displacement amplitudes. 
The predicted monotonic response from using the fitted Richard-Abbot (RA) 
equation and trained ANN is compared to the cyclic response of the tested steel angle 
specimens in Fig. 9. The neural network successfully predicted the envelope of the 
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cyclic response of the tested bolted angle connection, including bolt slippage seen as 
the plateau in the response curves.

Fig. 9. Fitted Richard-Abbott (RA) equation and trained ANN monotonic response 
compared to the cyclic response angle component specimens tested by Swanson [16].

3. Conclusion
A large dataset of nonlinear bolted angle connection force-displacement response is 
generated using parametric refined 3D finite element simulations. The parameters 
of the bolted angles are representative of the range commonly used in practice. The 
response dataset is used train an ANN to demonstrate their use to practically predict 
the response of bolted angle connections. It is demonstrated that it is possible to 
consolidate a wide array of test and analytical data into a practical tool to predict 
connection response. Comparing predictions of a fitted function and trained ANN 
for cases not included in the dataset demonstrate that the trained ANN is particularly 
successful in predicting the full nonlinear connection response and even capable 
in predicting the impact of bolt slippage to the overall connection response. ANN 
predictions envelope the cyclic test response well. ANN is clearly a viable approach 
for a wider range of structural components.
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Abstract

In past earthquakes, seismic performance of the structures designed in accordance 
with conventional force-based design (FBD) methodology has been observed to vary 
significantly from one structure to another. The pursuit of designing structures with 
foreseeable damage protection under a particular hazard level or a set of hazard 
levels resulted in the development of performance-based design (PBD) methodology. 
Since the first introduction of the PBD concepts into structural engineering with the 
SEAOC Vision 2000, other guidelines such as FEMA 273/356, ASCE 41-06, ASCE 
41-13 and ASCE 41-17 are followed; however, the use of these guidelines is limited 
to the evaluation of the existing structures rather than being complete design codes 
for new buildings. Nevertheless, the seismic performance criteria in these guidelines 
have been adopted by many researchers and have found a broad application 
especially under structural optimization framework. In this study, a planar ordinary 
moment-resisting steel frame is optimally designed under conventional FBD and 
PBD methodologies using exponential big bang – big crunch (EBB-BC) algorithm. 
Then, these optimum designs are compared in terms of design costs and seismic 
performance. The results suggest that it is possible by PBD approach to produce 
more economical and safer designs than by the conventional FBD approach. 

Keywords: Structural optimization, metaheuristics, performance-based design, steel 
frames.
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1. Introduction
In conventional force-based design (FBD), a structure is expected to endure service 
loads without showing excessive deformations and vibrations. The ductility of 
the structural system is ensured via prescriptive capacity design approach and in 
order to provide economical designs, the structure is allowed to undergo inelastic 
deformations under seismic action by using strength (force) reduction factors. 
Although this approach generally produces satisfactory designs, past earthquakes 
have shown that seismic performance may vary significantly from one structure 
to another even they are designed under the same code regulations. Over the past 
few decades, the pursuit of predicting the seismic performance of structures in a 
reliable manner resulted in the development of several guidelines for the seismic 
performance evaluation of existing buildings such as FEMA 273, FEMA 356, ASCE 
41-06, ASCE 41-13 [1], and ASCE 41-17.

In these guidelines, there are mainly three structural performance levels to classify 
the post-earthquake state of a structure. Immediate occupancy (IO) performance 
level is the state in which a structure retains nearly all its pre-earthquake strength and 
stiffness therefore it is safe to occupy. Life safety (LS) performance level states that 
some structural members may suffer extensive damage, yet some protection margin 
is maintained against the risk of partial or total collapse therefore life-threatening 
injury risk is very low. Collapse prevention (CP) level corresponds to a state where 
the structure is on the verge of collapse and poses severe risk of injury and life 
loss. In addition to structural performance levels, there are also performance levels 
introduced for non-structural components of a structure such as operational, position 
retention, and life safety. 

Performance evaluation of force-controlled and displacement-controlled members 
are performed separately. For example, force-controlled members are required to 
satisfy some strength checks and deformation-controlled members are subject to 
certain plastic deformation limits. Non-structural components are also subject to some 
strength and drift ratio limitations. Besides, the reliable and precise estimation of 
these engineering demand parameters necessitates using computationally expensive 
nonlinear analysis tools such as pushover analysis or nonlinear time history analysis.

Performance criteria in the forementioned guidelines have been adopted and used 
as design constraints in performance-based design (PBD) optimization of steel 
moment frames [2,3,4,5,6,7]. In these studies, various inter-story drift ratio (IDR) 
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limits are considered as the only performance criterion for performance-based 
design. From the structural optimization point of view, it is understandable as it 
reduces the computational burden associated with numerous analyses and response 
calculations performed during optimization process such that instead of trying to 
satisfy performance constraints separately for each structural component in a story, 
their performance is handled roughly as whole through limiting IDR. On the other 
hand, although IDR is a good measure of both structural and non-structural damage 
[8], it does not guarantee that local performance criteria for force-controlled and 
deformation-controlled members are also satisfied. In fact, it is shown that even under 
the same inter-story drift ratio, plastic deformation demands can vary considerably 
from one member to another [9]. 

Therefore, for a fair comparison between optimum FBD and PBD of a structure, 
it is crucial to consider both local (e.g., strength, deflection, deformation, etc.) and 
global (e.g., IDR, etc.) design criteria while evaluating these designs. In this study, 
a planar ordinary moment-resisting steel frame (OMRSF) is optimally designed 
under conventional FBD and PBD approaches separately, by using exponential big 
bang-big crunch algorithm (EBB-BC) [10]. Then, a comparison of these designs is 
presented in terms of design cost and seismic performance. 

2. Problem Formulation
In practice, frame members are selected from a set of commercially available steel 
sections. For a steel frame consisting of N members collected in Ng member groups 
for practicality and constructability, the optimization problem for minimum weight 
design can be formulated as follows:

The objective is to find a vector of design variables I,

 

which minimizes the weight (W) of a structure,

In Equations (1) and (2), the design variable vector I holds the sequence numbers of 
Ng member groups from the section pool, which is usually constructed from selected 
AISC standard wide-flange steel sections, gi and Ai are the unit weight and area of a 
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standard section adopted for a member group i respectively, Nm is the total number of 
members in group i, and Lj is the length of the member j of the group i. 

The constraints of optimization problem consist of various requirements imposed by 
design codes and construction practices. The objective function given by Equation 
(2) is modified to handle problem constraints via penalty functions where the designs 
violating these constraints are penalized and their objective functions are calculated 
using the following equation:

In Equation (3), f and W represents the penalized (constrained) objective function 
and the unconstrained objective function, respectively; the subscript j = 1, 2, …, 
Nc denotes the jth normalized design constraint (gj), where Nc is the total number of 
constraints on the design. The penalty coefficient r is used to adjust the intensity of 
penalization as a whole. It is usually taken as 1.0. 

The design constraints of steel moment frames according to FBD and PBD 
methodologies are formulated separately in the following subsections. 

2.1 Constraints for FBD
In compliance with LRFD methodology in ANSI/AISC 360-10 design code [11], the 
following strength requirements are considered for the design of the structural steel 
members:

                         (4) 

                                  (5)

                                           (6)

where Pr, Mr, and Vr are the required axial, flexural, and shear strength demands 
calculated using LRFD load combinations, respectively; Pc, Mc, and Vc are the axial, 
flexural, and shear strength capacities determined in accordance with AISC 360-10 
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where Pr, Mr, and Vr are the required axial, flexural, and shear strength demands calculated 
using LRFD load combinations, respectively; Pc, Mc, and Vc are the axial, flexural, and shear 
strength capacities determined in accordance with AISC 360-10 LRFD provisions, respectively; 
x and y are the subscripts which represent the strong and the weak axis of bending for a member, 
respectively; subscript j = 1, 2, …, Nt denotes the jth member of the structure, where Nt is the 
total number of structural members. The traditional “1/360” limit in practice is adopted and 
formulated as a design constraint for the deflection of beams as follows:  
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where dj and Lj are the calculated deflection in a beam and its corresponding length, 
respectively; the subscript j = 1, 2, …, Nb denotes the jth member of the structure, where Nb is 
the total number of beam elements. 
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and the weak axis of bending for a member, respectively; subscript j = 1, 2, …, Nt 
denotes the jth member of the structure, where Nt is the total number of structural 
members. The traditional “1/360” limit in practice is adopted and formulated as a 
design constraint for the deflection of beams as follows: 

                                (7)

where dj and Lj are the calculated deflection in a beam and its corresponding length, 
respectively; the subscript j = 1, 2, …, Nb denotes the jth member of the structure, 
where Nb is the total number of beam elements.

In compliance with ASCE 7-10 [12], the inter-story drift is limited as follows:

                                (8)

In Equation (8), Di and Da represent the drift of the ith story under seismic action and 
allowable design story drift, respectively; dxe is the maximum difference between the 
horizontal displacements of vertically aligned points at the top and bottom of a story 
along any of the edges of the structure and is determined by the elastic analysis; Cd  
and Ie are the deflection amplification factor and the importance factor, respectively. 
The subscript i = 1, 2, …, Ns denotes the ith story, where Ns is the total number of 
stories. 

In order to ensure the practicality of the resulting design from the constructability 
point of view, following geometric constraints are considered for the connections 
between different members (Fig. 1):
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where h, bf, and tf are the section depth, flange width, and flange thickness of the doubly 
symmetric steel section assigned to a structural element, respectively; and the superscripts b 
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where h, bf, and tf are the section depth, flange width, and flange thickness of the 
doubly symmetric steel section assigned to a structural element, respectively; 
and the superscripts b and c denote the corresponding beam and column element, 
respectively.

Fig. 1. Geometric (constructability) constraints 

The following load combinations are considered for the numerical examples in this 
study, as specified in ASCE 7-10, Section 2.3:

(1) 1.4D

(2) 1.2D + 1.6L

(3) 1.2D + 1.0L ± 1.0E

(4) 0.9D ± 1.0E

where D, L, and E represent the dead, live, and earthquake loads, respectively. The 
earthquake loads are calculated and applied in accordance with the equivalent lateral 
load procedure in ASCE 7-10.

1.2. Constraints for PBD
PBD methodology requires two stages of design checks. In the first stage, it is 
checked and ensured that all constraints given in the previous subsection for the FBD 
methodology are satisfied under non-seismic load combinations only. On the other 
hand, the second stage design constraints are introduced to ensure a satisfactory 
seismic performance of a structure under a specified hazard level or a set of hazards. 
Only the second stage design constraints are presented in this subsection to avoid 
repetition. 
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In this study, the pushover analysis method with a lateral load pattern based on 
fundamental mode shape in the direction under consideration is conducted to assess 
the seismic performance of the structures. The plastic hinges are defined at the start 
and the end node of each structural element. Modeling parameters and acceptance 
criteria of the hinges are determined in accordance with ASCE 41-13. 

The deformation-controlled members of steel moment-resisting frames are subject 
to the following constraint:

                                              (12)

where qp is the plastic rotation of a hinge at the target displacement, and qa is the 
corresponding allowable plastic rotation for the targeted performance level (IO, LS, 
or CP); the subscript j = 1, 2, …, Nh denotes the hinge j, where Nh is the total number 
of hinges defined on the deformation-controlled members.

The members subjected to compressive forces in the excess of 50% of its axial load 
carrying capacity are designated as force-controlled members, and they must satisfy 
the following constraint:

                              (13)

where Pt and Mt are the axial load and bending moment capacities at the target 
displacement, respectively; PCL and MCL are the lower bound compressive and 
flexural strengths, respectively; x and y are the subscripts which represent the strong 
and the weak axis of bending for a member, respectively; the subscript j = 1, 2, …, 
Nf denotes the jth force-controlled member of a structure where Nf is the total number 
of the force-controlled members. 

The following constraint on the inter-story drift is also considered for limiting 
damage to nonstructural components at the target displacement:

                              (14)
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In Equation (14), Di and Da represent the drift of the ith story and its allowable 
design story drift, respectively; di is the maximum difference between the horizontal 
displacements of vertically aligned points at the top and bottom of a story at the 
target displacement. The subscript i = 1, 2, …, Ns denotes the ith story, where Ns is the 
total number of stories.

In pushover analysis, the actions caused by seismic forces are considered under the 
following combination of gravity loads (QG), as specified in ASCE 41-13, Section 
7.2:

                                                                     
(15)

where QD and QL are the actions caused by dead loads and live loads, respectively. QL 
is taken equal to 25% of the unreduced live load in accordance with ASCE 7-10 but 
cannot be taken less than the actual live load.

3. EBB-BC Optimization Algorithm
The steps of exponential big bang-big crunch optimization algorithm as implemented 
in this study can be summarized as follows:

1. Create a random initial population which is uniformly distributed over the 
entire design space (population size, m, is set to 50 in this study). Set iteration 
number to 1.

2. Calculate the penalized weight of each individual design in the population.

3. Determine the fittest individual based on minimum penalized weight. Record 
it as the elite design if it is the first iteration or fittest individual is better than 
the current elite design. Also, record the best feasible design found so far if 
any.

4. Generate the new population around the elite design (current design) found 
in the previous step by using the following equation for each design variable, 
Ii of each candidate solution:

  (16)
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In this equation, E(l) is an exponentially distributed random number, Imax and Imin are 
the maximum and minimum sequence numbers for steel sections from a section pool, 
respectively; k is the iteration number, and a is a constant, which is taken as 1.0 in this 
study. 

5. Check bounds on design variables of each individual solution and apply lower and upper 
bounds when there is a violation. 

6. If a generated candidate solution is the same as the current design, regenerate the 
candidate design such that it is at least one variable different than the current design. 

7. Increase the iteration number by 1 and return to Step 2 until a termination criterion is 
activated. The termination criterion in this study is determined as one of the following 
conditions, whichever is satisfied first: (a) the maximum number of iterations (itermax = 
1000) is reached, (b) if no improvement is achieved during a predefined number of 
iterations (iterni = 100). 
 

4. Numerical example: 54-member planar OMRSF 

The example problem is a planar 6-story, 4-span OMRSF consisting of 54 structural elements 
grouped into 15 independent sizing variables (Fig. 2). All structural members are oriented 
such that their strong axes coincide with the major axis of bending. 
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In this equation,      is an exponentially distributed random number, 
Imax and Imin are the maximum and minimum sequence numbers for steel 
sections from a section pool, respectively; k is the iteration number, 
    and   is a constant, which is taken as 1.0 in this study.

5. Check bounds on design variables of each individual solution and apply 
lower and upper bounds when there is a violation.

6. If a generated candidate solution is the same as the current design, regenerate 
the candidate design such that it is at least one variable different than the 
current design.

7. Increase the iteration number by 1 and return to Step 2 until a termination 
criterion is activated. The termination criterion in this study is determined as 
one of the following conditions, whichever is satisfied first: (a) the maximum 
number of iterations (itermax = 1000) is reached, (b) if no improvement is 
achieved during a predefined number of iterations (iterni = 100).

4. Numerical example: 54-member planar OMRSF
The example problem is a planar 6-story, 4-span OMRSF consisting of 54 
structural elements grouped into 15 independent sizing variables (Fig. 2). All 
structural members are oriented such that their strong axes coincide with the major 
axis of bending.

Fig. 2. 54-member planar OMRSF and grouping of structural elements
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In order to size the member groups, a section pool consisting of 170 AISC standard 
wide-flange steel sections is used. These sections are selected from the complete 
AISC standard wide-flange profile list (297 sections) based on their relatively low 
cross-sectional area and high moment of inertia properties. The material properties 
of the steel are set as follows: modulus of elasticity (E) = 200 GPa, yield strength 
(Fy) = 344.74 MPa, and unit weight (g) = 76.97 kN/m3. Design loads and seismic 
coefficients are provided in Table 1.

Table 1. Design loads and seismic coefficients

For seismic performance evaluation of FBD and PBD, the basic performance 
objective equivalent to new building standards (BPON) given in ASCE 41-13 
guidelines is adopted. BPON foresees a Life Safety (LS) structural performance level 
and Position Retention non-structural performance level under BSE-1N hazard level; 
and Collapse Prevention (CP) structural performance level under BSE-2N hazard 
level while non-structural performance is not considered. BSE-2N corresponds to 
Targeted Maximum Considered Earthquake (MCER) and can be thought of as a 
seismic hazard with 2% probability of exceedance in 50 years. (2%/50-year). BSE-
1N, on the other hand, corresponds to design earthquake level and can be taken as 
2/3 of MCER (ASCE 41-13).

For a sound comparison between optimum PBD and FBD of the frame, 10 independent 
runs are performed for the optimizations by each design approach. Only the best run 
results are presented here and used for comparison purposes. In order to accelerate 
the optimization process, two different approaches have been adopted: (1) Upper 
bound strategy (UBS) [13] is adopted to provide computational savings by skipping 
candidate designs (without analyzing) which has no chance to improve the current 
design since they have higher design weights than the penalized weight of the elite 
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design (2) For PBD optimization runs, in order to make UBS work more efficiently 
in earlier stages, at the start of first iteration, optimum FBD is adopted as initial elite 
design after its penalized weight is calculated in accordance with PBD methodology.

The optimization algorithm is coded in MATLAB R2019a, while structural analysis 
and design of structural models are carried out via SAP2000 v21.02 through open 
application programming interface (OAPI) and in conjunction with MS-Excel to 
export hinge results (only for PBD). The optimization runs are performed on a PC 
with Intel i5-6500, 4-core, 3.2 GHz processor, and 16 GB DDR4 Ram operating at 
2133 MHz frequency. 

Optimum FBD and PBD are presented in Table 2 with sectional designations attained 
for each member group. A summary for seismic performance of these designs is 
provided in Table 3 by tabulating the number of structural members satisfying 
various structural performance levels under BSE-1N and BSE-2N hazard levels in 
accordance with the BPON requirements. 

Table 2. Optimum PBD and FBD for 54-member planar OMRSF

Table 3. Seismic performance summary
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The results show that optimal PBD produced for this frame, while satisfying all 
BPON requirements, is about 4.08% lighter than its optimal FBD counterpart, which 
fails to satisfy BPON requirements as multiple structural members deforms beyond 
CP performance level at target displacements corresponding to BSE-1N and BSE-2N 
hazard levels. On the other hand, it is observed that both designs are satisfying IDR 
constraint, which is limited to 2% for position retention nonstructural performance 
level. The unsatisfactory seismic performance of FBD may be attributed to the fact 
that the same strength reduction factor (R) is applied to all members based on the 
rough assumption that all members will yield simultaneously [14]. This may result in 
conservative sectional designations for some members, and unconservative for some 
others. This is also reflected by pushover capacity curves (Fig. 3). Despite having 
higher base shear capacity than PBD (and similar ductility), FBD demonstrates 
inferior seismic performance.

Fig. 3. Pushover curves for optimum PBD and FBD 

It is important to note that to obtain corresponding optimum designs even for 
such a small frame, the total number of structural analyses required is on the 
scale of several thousands (Fig. 4) despite the strategies adopted in this study 
for increasing computational efficiency of the applied metaheuristic algorithm. 
Thus, it is a serious challenge, especially for PBD optimization problems, 
solution of which requires utilization of time-consuming nonlinear analysis 
methods throughout the optimization process. Metaheuristics would be clearly 
impractical for solving PBD optimization problems of large structures due to 
their relatively slow convergence rates. 
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Fig. 4. Optimization histories for PBD and FBD of 54-member planar OMRSF

5. Conclusion
In this study, optimal designs produced for a planar ordinary moment frame under 
PBD and FBD methodologies are compared in terms of design weight and seismic 
performance. The results suggest that it is possible by PBD approach to produce 
more economical and inherently safer designs since seismic performance constraints 
are imposed in optimization process.
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Abstract 
Because of the crude oil is a common energy source for nearly all commercial 
sectors, its price forecasting activities have always been an important issue for 
both governments and commercial firms to make better decisions and investments. 
In this study, both the history of the crude oil price forecasting and used artificial 
intelligence methods on forecasting were investigated. In early stages of crude oil 
price forecasting, traditional statistical and mathematical models were used, while 
afterwards computer based artificial intelligence models became more popular. 
Because, these models were more appropriate to the non-linear, volatile and complex 
structure of oil prices. Artificial intelligence gave chance to evaluate the situation in 
many aspects at the same time with the help of the computers’ power. For instance, 
news are significant information sources for oil prices and so that text mining 
can produce sensible outcomes from them to feed models. Evaluation of these 
produced outcomes together with other variables such as historical prices, weather 
condition, political situations etc. gave much better forecasting results for crude oil. 
The development of the artificial intelligence applications and most used artificial 
intelligence models in crude oil price forecasting were discussed in the study.  

Keywords: Artificial intelligence, crude oil price, price forecasting, computer based 
models.
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1. Introduction
Crude oil is a key component of World’s energy supply by being a common energy 
source for almost every commercial sectors. This means, any movement in the oil 
market can easily affect all other markets too. So, prediction of crude oil prices is an 
important issue for both governments and commercial firms to make better decisions 
and investments by knowing its future movements [1].
The forecasting activities of crude oil prices dates back to 1970s, the Yom Kippur 
War between Arab countries and Israel. Arab oil producers decided to boycott and 
impose an embargo to America and threat the west in response to support Israel in 
the War [2]. As a result, crude oil prices began to increase rapidly and economic 
activities were interrupted. So, the significance of crude oil price prediction was 
understood and professional prediction activities were triggered to start.  

In early stages of oil price forecasting, econometric, statistical and mathematical 
models were popular due to the absence of machine-made algorithms [2]. Historical 
price movements, new oil field openings, production rates and economic situations 
of oil producing countries were the used independent variables of forecasting [2]. 
In short, time lagged supply and demand balance based approximations were the 
underlying decision parameters of forecasting for traditional methods. However, 
these methods were able to solve only linear or near-linear problems with the 
limited human skills and abilities [3]. In case of the non-linear, volatile and complex 
structure of oil prices which is sensitive to many exogenous variables such as political 
decisions, weather conditions etc., the traditional models become ineffective and 
cannot achieve accurate forecasts [1,3,4].

Development of computer based forecasting methods in early 1990s, helped 
for generating more complex and accurate prediction models. The forecasting 
performance of these methods was enough, even more, to compete with traditional 
methods. In addition, the algorithms perform better in discovering the relationship 
between every given individual parameter on target variable than traditional methods 
by conducting many iterations and learning the pattern that cannot be achieved by 
traditional methods. This computer based algorithms began to substitute traditional 
algorithms to produce more improved results and “artificial intelligence” (AI) 
term became popular to express these complex machine-made algorithms in early 
2000s. The forecasting accuracies of these computer based artificial intelligence 
models were much better than traditional models because these models can conduct 
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more complex algorithms for forecasting. In this study, development of artificial 
intelligence models on crude oil price forecasting and possible future works were 
discussed. 

2. Artificial Intelligence Methods
The fundamental concepts of some computer based artificial intelligence methods 
used in the scope of crude oil price forecasting are introduced shortly to give a better 
understanding while following the paper.

2.1. Neural Networks
The structure of artificial neural network (ANN) algorithm is a product of inspiration 
of human brains neural system. The algorithm basically consists input, hidden and 
output layers in order respectively, as shown in Fig.1.  The input and output layers of 
the algorithm are filled with known data from a given data set and algorithm generates 
hidden layer(s) that models the problem with the best way. In short, algorithm tries to 
learn the followed path according to given input and output data and builds a model 
for future predictions. The algorithm conducts a deep process to search relations 
between every given individual input and this makes it successful on forecasting.  
The number of hidden layers are assigned by the algorithm itself according to the 
complexity level of the data. In addition, there are many types of neural network such 
as feed-forward neural networks (FFNN) and generalized-regression neural network 
(GRNN) which are differentiated from each other based on their processing systems. 

2.2. Genetic Algorithms
Genetic algorithms (GA) are searching methods which are based on Darwin’s theory 
of natural selection. The process begins with an initial random population that is 
thought it has the optimal solutions. After that selection, crossover and mutation 
steps are applied to this initial population to get a better describing model. During 
the selection stage, the best performing chromosomes are kept and the others are 
eliminated from the population. Then, the remaining chromosomes are paired on the 
crossover stage and adapted on mutation stage. This loop is repeated until the best 
representing population of the data set is reached. The working principle of the GA 
is similar to the ANN algorithm. They both go over each input to discover the best 
explanation of the relationships. The whole process of the GA is represented in Fig.2.
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    Fig. 1. Neural network structure.                             Fig. 2. Genetic algorithm structure.

2.3. Expert Systems
Expert systems are a group of systems that are database, user interface, explanation 
mechanism, inference engine and knowledge base, as shown in Fig.3. The base 
knowledge which is crude oil prices for our case, is the most significant part of 
problem solving. The knowledge is represented in a set of rules which determine 
conditions and actions to perform according to defined rules. The database holds 
the facts that paired with the defined rules consisted in knowledge base. The 
inference engine serves as an interface between the database and knowledge base 
to provide communication and make intelligently produced results. The explanation 
mechanism produces expressions for produced results. Expert systems provide a 
better understanding of data sets by acknowledging people about explanations of 
taken steps. In short, expert systems produce a set of rules by using knowledge base 
which is filled with approved information by experts and perform modelling on the 
given data set to reach the best explaining model of the data set. In addition, this 
process is conducted interactively with people.  

2.4. Text Mining
Text mining is a process of reinterpreting any given text such as news, books etc. 
The text, first of all, cleaned from any punctuations and divided into words which 
is called tokenization. Then, the stop words which do not carry important meanings 
such as “the”, “a” etc. are removed from the text. After that, lemmatization which 
is decreasing the words to its original phase such as “goodness” and “best” turn to 
“good”, is conducted over the text. Finally, these words are vectorised and put in a 
table for comparison or searching purposes. A representative flow of text mining is 
illustrated in Fig.4.   
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Fig. 3. Expert system structure.                Fig. 4. Text mining process.

2.5. Support Vector Machine
Support vector machine (SVM) is a machine learning algorithm which is used for 
both classification and regression types of analysis. The algorithm trains a given 
set of examples and then constructs a prediction model for assigning new coming 
examples to their categories. The SVM draws lines to differentiate each group from 
each other by trying to achieve assigning maximum distances between given group 
examples in space. The working system of SVM is shown and it tries to draw a line 
which is equally distant from each groups elements in Fig.5.     

3. Artificial Intelligence Applications on Forecasting
Application of artificial intelligence algorithms on crude oil price forecasting dates 
back to early 2000s. In the beginning, individual algorithms were implemented into 
the models to forecast oil prices. Afterwards, hybrid models, two or more algorithms 
applied together, were constructed to achieve better predictions. The results of the 
models showed that; in general, computer based algorithms outperformed over 
traditional ones for individual algorithm applied models, while hybrid models were 
the best for forecasting of crude oil prices. Thus, hybrid models have become more 
and more popular over years and many studies have been conducted with hybrid 
models.

In 2001, Kaboudan used two artificial intelligence (AI) algorithms individually, 
genetic programming (GP) and artificial neural network (ANN), to predict crude 
oil prices for a given period of time. The performance of these two algorithms were 
compared with random walk algorithm’s (RW) results which is a conventional 
mathematical based algorithm that has been used for a long time. The GP algorithm 
outperformed over other algorithms while the ANN algorithm had the worst results. 
The study showed two things actually; AI based algorithms get better result in 
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appropriate conditions, but not always [2]. On the other hand, the price data of 
crude oil over the period of Gulf War was excluded from the input dataset of the 
study, because the price volatility was very high and thus hard to integrate a price 
pattern over that period [2]. This means, AI based algorithms can outperform over 
conventional methods, but they still suffer from being not able to integrate effects of 
unexpected events into forecasts.

In the same year with Kaboudan, Rast conducted a hybrid model on oil price 
forecasting with fuzzy logic and ANN algorithms. The integrated model works in 
a way that; ANN makes predictions but priorly, fuzzy logic supports the ANN on 
modelling by giving some predetermined criteria to plot a route such as if weak 
demand and high inventory situations come together price goes down [3]. In the 
study, hybrid model was compared with individual

                                    

                                      

Fig. 5. Support vector machine system [5].
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Table 1. Some important AI based studies on crude oil price  
forecasting with their used AI based methods

 Researchers Year Used Artificial Based Methods
1 Kaboudan 2001 Genetic programming and FFNN
2 Rast 2001 Fuzzy logic and FFNN
3 Wang et al. 2004 FFNN, expert systems
4 Yu et al. 2005 Knowledge based systems
5 Fernández 2006 FFNN and support vector machine
6 Yu et al. 2008 FFNN and adaptive linear neural network
7 Mehdi 2009 Fuzzy logic, expert systems and FFNN

8 Khashman and Nwulu 2011 Support vector machine and back-
propagation FFNN

9 He et al. 2012 Wavelet analysis
10 Ahmed and Shabri 2014 Support vector machine

11 Yu et al. 2016 Least-squares support vector regression 
and GA

12 Bon and Isah 2019 Hidden Markov
13 Herrera et al. 2019 ANN and Random forest

14 Wang et al. 2019 Text mining and convolutional neural 
network

15 Lu et al. 2020 Dynamic-bayesian time series

ANN algorithm. The result; hybrid model outperformed over individual ANN and, 
the result forms a base for performance enhancement with hybrid models [6].

An important study was conducted by Wang et.al.(2004) to build a model that 
considers the effects of unexpected events on crude oil prices. The study puts 
together web-based text mining (WTM), rule-based expert system (RES) and ANN 
algorithms to generate a hybrid model. The logic behind the study is; searching the 
crude oil relevant texts in the internet such as news, articles etc. and digging them 
into to conclude with words that match with oil price movements. The study revealed 
that the word “war”, for example, affects prices in an upward direction within a range 
of 5 - 45% and, conversely “OPEC raise production” phrase affects prices downward 
direction within a range of 5 – 6%.  After defining the words or phrases with their 
effects on oil prices, this information is loaded into RES for processing as a rule over 
predictions. In final stage, ANN algorithm is applied to historical crude oil dataset 
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by considering determined rules. As it seen in Table 2, the root mean squared error 
(RMSE) values of hybrid model for each case less than only ANN applied model 
and also direction change statistics (Dstat) are higher. So that, the hybrid system gave 
better results rather than individual ANN algorithm, especially in the period of many 
important events which have effect on prices, happened.  The text mining algorithm 
played a significant role to integrate the effects of unexpected events on oil price 
forecasting [7].

Fernandez (2006) applied support vector machine (SVM) algorithm which is an AI 
based classification technique, to forecast crude oil prices. She built both individual 
and hybrid models with SVM, ANN and traditional methods. The comparison of 
results showed that; apparent difference between applied techniques was originated 
from time interval. Applied traditional method gave the best prediction result in short 
term (couple days) while SVM and ANN gave better in long term (up to 20 days). 
Moreover, the forecasts of linear combination of SVM and ANN were more accurate 
than individuals. The study shows that, hybrid models perform better, in addition, 
short term forecasts of traditional models are better than AI based models [8].

Furthermore, Yu et al. (2008) applied a neural network ensemble learning paradigm 
which is based empirical mode decomposition (EMD), to conclude with a more 
accurate crude oil price forecast over worldwide [9]. Khashman and Nwulu (2011) 
conducted a study that compares the back-propagation neural network and SVM for 
crude oil price forecasting [10]. He et al. (2012) performed a wavelet analysis study 
to get a better explanation of dynamic movement of oil prices and make precise price 
forecasting [11]. Ahmed and Shabri (2014) suggested a SVM-based model to predict 
crude oil prices [12]. Yu et al. (2015) proposed a four-step model; decomposition, 
reconstruction, prediction and ensemble, on the basis divide and conquer with 
data-characteristic-driven reconstruction to predict oil prices [13]. Again Yu et al. 
(2016) proposed a new hybrid model which combines least-squares support vector 
regression (LSSVR) and a hybrid optimized parameter searching approach with 
grid method and genetic algorithm (GA) to forecast oil prices [14]. Yu et al. (2017) 
applied a different approach to its early study in 2016, the model works many times 
with randomly selected parameters and their average was accepted as actual price 
forecast [15]. Bon and Isah (2019) developed a hidden Markov-based model to 
forecast monthly crude oil prices and declared that performance of the model is 
better than the regular Markov model [16]. Herrera et al. (2019) carried a study by 
using neural network and random forest algorithms to compare with econometric 
methods, the result showed that AI based algorithms outperform over traditional 
ones and they are better at predicting price turning points [17].
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Since statistical data such as oil price, supply, demand etc. cannot achieve a perfect 
prediction accuracy by alone on forecasting of crude oil prices, in 2019 a text-based 
prediction method was again become a current issue for better predictions. After the 
study of Wang et al. in 2004, Das and Chan in 2007 and Nguyen, Shirai and Velcin 
in 2015 have conducted text-based prediction studies too, however, this new one 
which is conducted by again Wang et al., works on an unaddressed way [18]. The 
study works on the effects of articles topics on oil prices because they consist more 
compact information and less words and repetition according to whole article [19]. 
The model can be summarized like; the headings of articles, news or blogs in online 
sources which are related with crude oil, are collected and unnecessary parts of them 
like ‘the’, ‘in’, ‘on’, ‘at’ etc. are cleaned to get core words. Then, the next day’s oil 
price was compared with today’s for assigning these words’ effects and coefficient 
values. For example, if the oil prices decrease by 1.5% after the used words on 
heading “Iran”, “supply” a day before, it is coded that these words together decrease 
oil prices by 1.5%. This step, of course, is made many times to conclude with a 
word-effect pair. Latent Dirichlet Allocation (LDA) method is used for grouping 
the words in the topics according to their effects, increasing or decreasing. After 
generating a whole set of words and their effects on crude oil prices, convolutional 
neural network (CNN) algorithm which is a type of ANN algorithm, is used to predict 
oil prices. The model performance is much better than the conventional methods and 
also many ANN algorithms used models. In Table 3, comparison of random forest, 
support vector regression 

Table 2. Comparison of ANN method and used hybrid AI method  
by Wang et. al. in 2004 [7].

Evaluation Full period 
(2000-2002)

Sub-period I 
(2000)

Sub-period II 
(2001)

Sub-period III 
(2002)

ANN method
RMSE 3.413 3.405 3.020 3.324
Dstat (%) 61.11 50.00 66.67 66.67

Hybrid AI method
RMSE 2.369 3.000 2.040 1.916
Dstat (%) 80.56 75.00 83.33 91.67
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Table 3. Forecasting performances of the random forest, SVR and linear regression 
models by used hybrid system [18].

 

(SVR) and linear regression algorithms were made according to used parameters 
such as only text parameter, only financial parameters and their combination. The 
study proves that again, texts that consists news about oil market carry a meaningful 
information which statistical data do not, about forecasting oil prices [18]. 

Additionally, Tang et al. (2020) applied a multi-scale model with the data collected 
from search engines by matching oil price driven factors in search engines [20]. Lu 
et al. (2020) conducted a dynamic-bayesian structural time series model by using 
415 exploratory variables commonly from Google trend search data [21].

4. Conclusion
Since early 2000s, many models have been developed on the crude oil price 
forecasting by using both AI-based and traditional algorithms. Among them, in 
general, AI based models outperform over traditional ones, while hybrid models 
were the best for forecasting of crude oil prices. Fuzzy logic, ANN, GA, SVM, expert 
systems, text-mining algorithms and their sub-versions were the frequently used 
AI based algorithms in the models. However, a remarkable amount of models was 
constructed by using ANN algorithm and its sub-versions like feed-forward neural 

 Text 
features (1)

Financial 
features (2)

Combination: 
(1) + (2)

Percentage 
improvement 
from (2) to (1) 

+ (2)
MAE     
Random forest 0.0785 0.0082 0.0073 12.32%
SVR 0.0252 0.0032 0.0030 6.67%
Linear 
regression 0.0854 0.0035 0.0045 -22.22%

RMSE     
Random forest 0.0883 0.0092 0.0088 4.55%
SVR 0.0325 0.0041 0.0040 2.50%
Linear 
regression 0.0953 0.0044 0.0056 -21.42%

*MAE: mean absolute error; RMSE:root mean squared error; SVR: support vector 
regression. 
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network (FFNN), recurrent neural network (RNN). Because, the most appropriate 
algorithm for the non-linear and complex structure of oil prices is ANN with its 
layered structure which makes it possible to relate many parameters with target 
variable a detailed way. On the other hand, the sensitive structure of oil prices to 
exogenous variables such as political, geographical, weather conditions etc. needs 
a model that can involve wide range parameters in many aspects. To achieve that, 
text-mining approach on articles, news, reports etc. was commonly used on crude oil 
price forecasting throughout years. 
It is quite obvious that, ANN algorithms has the most appropriate working principle 
for forecasting the complex and sensitive structure of crude oil prices, because ANN 
assigns a coefficient number to all parameters according to their predictive power 
and then combine them all to reach the best. In addition, because of the oil price is 
very sensitive, usage of text-mining algorithms in order to explore a massive amount 
of texts in the internet and determine the effects of each word or phrases on oil prices 
is the most helpful way to feed ANN algorithm. So, changing the type of applied 
ANN algorithm to its other sub-types or widening the text search extent may help 
to reach a more developed model. On the other hand, decision tree algorithm could 
be a possible appropriate way to construct a model for crude oil price forecasting, 
because its working principle is similar with ANN. For further works, artificial bee 
colony (ABC) algorithm can be explored, because it is seen that the ABC algorithm 
have not been taken into account for crude oil price forecasting despite its promising 
performance. Also, because the hybrid models usually give better results, its 
combination with other algorithms such as text-mining or the most used one ANN, 
could improve the prediction results.
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Abstract
The application of Artificial Intelligence (AI) has an obvious effect on agricultural 
sector recently. According to continuously growing population on earth, farmers 
need to work harder to meet with the people’s needs. Thus, in the agriculture, farmers 
face numerous challenges to increase productivity and maximize crop yield. Crop 
diseases, pest and weed infestations, inaccurate soil and crop treatment, inadequate 
harvest and knowledge gap between farmers and the technology are just some of the 
difficulties that farmers face. These technologies include big data analytics, robotics, 
IoT, sensors, cameras, drone technology and GIS applications for large farm areas. 
With the help of AI applications, decision systems with the integration of real-time 
monitoring of soil conditions, weathering, watering, and weeds are possible. AI 
and big data usage results in agricultural processes that meet with flexibility, high 
performance, accuracy and cost-effectiveness solutions as well as reduces risks in 
the process and water consumption by using smart irrigation systems. This paper 
presents how AI applications effect agricultural processes and the ways for utilizing 
systems for higher productivity.

Keywords: Artificial Intelligence, agriculture, productivity, crop yield.
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1. Introduction
Agriculture is one of the most important industries in the world. It provides the 
most important life source for the living things, “Food”. Beside food, it also helps to 
provide fabrics, cotton, leathers etc. As the world population grows continuously, the 
necessity for these products are increasing exponentially. Therefore, the traditional 
methods which were used by farmers, were not sufficient enough to fulfil these 
demands. Thus, farmers need to come up with innovative ideas to become more 
productive to be able to satisfy demands and increase the crop yield. Based on these 
innovative ideas, AI applications are one of the effective solutions for farmers. AI 
applications have an important role on numerous operations on the farmed acres 
and improvement in the agriculture-related tasks in the food supply chain. These 
technological applications help healthier crops to grow, pest control on the field, 
monitoring soils, monitoring watering systems, monitoring weather conditions, 
detection of weeds etc. Besides, there are significant information that can be detect 
by gathering data and have directly major role in farming. Data can be consist of the 
information of weather conditions, climate changes, temperature, water usage, soil 
conditions etc. and this significant information have an important role in making 
better decisions by using artificial intelligence applications. With the usage of AI 
applications farmers can plan their land optimally and utilize the resources due to the 
gathered big data. Also, it increases predictability, therefore it provides traceability 
and under-control production.   
Farming consists of varied steps that require processing and these processes link 
to various external factors like weather, temperature, climate etc. So, introducing 
AI technologies to the agriculture will be enabled by other technological advances 
which will be used in various areas in the agricultural operations. These technologies 
include big data analytics, robotics, IoT, sensors, cameras, drone technology and GIS 
applications for large farm areas. So, AI systems can provide predictive analysis for 
crop type to plant, optimal time for to sow and harvest, determination of irrigation 
times and use of fertilizers or pesticides etc. Thus, AI applied processes provide 
farmers easy and efficient farming. Also, AI helps processes become more automated 
and automation reduces risks in the process. So, the AI provides process flexibility, 
high performance, accuracy, and cost-effectiveness. 

AI-driven technologies are emerging to help improve efficiency and to address 
challenges facing the industry [1]. This paper presents the applications of AI and big 
data in agriculture. Focusing on which AI and big data methods are used and how 
effective they are on productivity and crop yield. 
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2. Applications
There are various major external factors that are related with farming processes 
directly. These various external factors which are linked to agriculture contain 
uncertainties and they are climate, temperature, weather, pollution, weeds, pest 
attacks, wind speed and direction etc. Also, according to season conditions these 
factors differs and farmers need to take precautions. However, it may not be easy 
for farmers to keep track of these changes and take necessary actions on time. 
This situation can put the productivity and crop quality into danger, this requires 
traceability and rapidly increasing population and demands prevent this situation 
being easy for farmers. At this point, AI and big data applications move in and 
almost at every step of farming which are preparation of soil, sowing of seeds, 
adding fertilizers, irrigation, weed production and harvesting [2] these technologies 
can be developed and applied.

2.1. Soil and Crop Health Monitoring System
Soil is one of the most important main part that used in agriculture. It contains 
nutrients and water inside that help high quality and healthy crops to grow. Therefore, 
determining the right soil type is a substantial issue that directly affects the crops and 
if selected correctly, it enhances the crop yield and productivity. For the correct soil 
type, nutrition levels and quality of soils should be analysed carefully before sowing. 
Also, after sowing seeds, monitoring the nutrient levels and deficiencies, detecting 
plant diseases and pests in the soil have a major role for the crops growth. They 
are the factors that can affect the processes and even can cause crops to die if not 
intervened in time. In such kind of situations AI-based applications can be applied 
and the factors which may cause negative effects on crops can be identified easily. 

A German-based company called PEAT has developed an AI-based application called 
Plantix [3]. This application offers a solution to the farmers for agricultural problems 
according to a photo. So, with this send photo Plantix diagnoses infected crops and 
offers treatments for any pest, disease or nutrient deficiency problems. It also can get 
a weekly action plan for farmer based on sown crops and their conditions.

Another company called Trace Genomics helps farmers with analysing their soils 
by using high-speed, cost-efficient data analysis and machine learning algorithms 
[4]. According to gathered data from the soil and analysis results of the algorithms, 
company provides recommendations to the farmers so that they can take the best 
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necessary actions for their field. Also, because company have the data for tracking, 
farmers can monitor soil and crop’s health conditions and help their conditions to be 
better. Thus, the productivity and crop yield will increase.

Figure 1. Data generated by agricultural drones collected on the field

Data generated by sensors or agricultural drones collected on the field is shown in 
the Fig. 1. SkySquirrel Technologies Inc. is a Canadian start-up company which 
brings drone technology. Company develops drone-based imaging technology [5] for 
monitoring crop health, with a primary focus on improving crop yields and reducing 
risk of loss from diseases. SkySquirrel Technologies acquired by another company 
called VineView. The company provides the data insights that optimize the vineyard 
productivity especially in France and California [6]. A drone is used for capturing the 
data from the vine yard and gathering data transfers into a computer to be analysed 
by experts. Captured images and videos are analysed with using algorithms and 
provides a detailed artificial intelligence report for the farmers that shows general 
situation of the crops and soils. So, farmers can take necessary actions against the 
crop diseases, pest infestations etc. Using drones in the agricultural processes makes 
farmer’s work easier and help to save time as the land is a big area to follow.
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2.2. Agricultural Robotics and Digital Workforce
AI-enabled companies are developing agricultural robots that can easily perform 
multiple tasks in farming lands.

In traditional agricultural methods, farms need many seasonal workers to produce 
and harvest crops.  But, having unstable and lack in workforce is a big challenge for 
farming. AI is a fabulous solution as it reduces the large number of needed workers. 
Agricultural AI robots can harvest crops at a higher volume and work faster than the 
human workers [7]. They can also detect the weeds and make the necessary spraying 
operations for the harmful herbs. Agricultural robots can also check the quality of 
crops and make packing of the crops at the same time. They are capable to fight with 
challenges quicker than a human force when an agricultural force labour is faced. 
Robots and AI-based tools can also detect water usage on the land by controlling 
irrigation/watering systems. According to data gathered about water usage, smart 
irrigation systems and robots are developed for all over the land. These systems 
have knowledge about when to water the crops or which crops should be watered 
according to the weather conditions. This smart irrigation systems and robots ensure 
that only required amount of water is used in agricultural processes. Thus, water 
scarcity is prevented and it helps to save water on the earth.

Figure 2. Autonomous machine performing spraying operation to harmful herbs
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Autonomous machine performing spraying operation to prevent the harmful 
herbs is shown in the Fig.2. Blue River Technology is a company that changes 
agriculture by creating and iterating on computer vision, machine learning and 
robotics to create intelligent machinery [8]. The company announced a technology 
called See&Spray which is an application for spraying operations to detect the 
weeds and make the necessary spraying operations for the harmful herbs.

Harvest CROO Robotics is a company for harvesting services of strawberry 
farming [9]. The company has developed a robot to help the challenges in the 
labour force which is lack of laborers. These robots help farmers to pick and pack 
their strawberry crops. So, the claim for these robotics is that they are much faster 
than the human force.

Autonomous vehicles can be very beneficial for the agricultural operations. 
Multiple various tasks can be made by the autonomous tractors. Self-driving 
tractors can be programed for different multiple tasks with an avoiding obstacle 
on the land system like irrigation objects, humans and animals while performing 
various tasks [10]. The CNH industrial autonomous tractor concept will provide 
farmers more food more sustainability and better farming [11].

2.3. IoT Powered Data Analytics & Forecasting
In every step of farming, there are a lot of data to gather. The collected data from 
the technologies like images from drones, analysis of crops, machines used in 
the farming operations have a huge volume for processing. AI applications help 
to analyse the data, thus enhance the value derived from these data sources [7]. 
Therefore, farmers can analyse weather conditions, temperature, climate, soil 
conditions, water usage etc. and with these information farmers are able to make 
right decisions, chose the right soil and crop type or decide when to sow and harvest 
according to season conditions. Also, these technologies help to prevent the water 
scarcity problem that the world is struggling, with smart irrigation system. As they 
have the real-time data for crops and soil, smart irrigation systems are able to know 
when to water or how much water to use. Thus, these systems prevent the waste 
of water.
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2.4. Precision Farming and Predictive Analytics
In the farming field, there are many important factors that determine the quality of 
harvest and crop yield. These factors need to be constantly controlled by farmers 
to achieve a productive harvest. Controlling all of these factors is a considerably 
big difficulty for farmers. Therefore, AI implemented applications and tools are 
developed to help farmers for controlling the situations on the land and they are 
guidance to farmers for processes. 

Precision farming is a management concept that provides and improves harvest 
quality by using AI technology. The aim is to define a decision support system for 
farmers as a guidance which also helps to optimize resources. Farmers need to have 
information about water management, crop rotation, harvesting time, crop type 
that should be planted according to climate conditions or soil type, pest attacks, 
nutrition management, crop diseases etc. Using machine learning algorithms, images 
that captured by satellites or drones, AI-enabled sensors that are landed all over the 
farming acre are the several solutions that helps farmers to have this information. 
These solutions can provide weather condition prediction, analysis of crop conditions, 
detection of pests, diseases and weeds, controlling nutrition level with the usage of 
data that is collected from the field. Data can include information about temperature, 
wind speed and direction, radiation level, pollution etc. FarmShots is a start-up 
company which deals with crop health and sustainability. With the integration of 
satellite, aircraft and drone imagery analysis, diseases, pests and poor plant nutrition 
are detected and farmers can act quickly to prevent any harm to crops [12]. So, the 
software that company is using can inform farmer when to use fertilizer and thus, 
they are able to reduce the amount of used fertilizer.

Predictive analytics creates predictive models to help farmers with agricultural 
process. Agricultural accuracy can be improved with the help of these models. The 
factors which have serious effects on farming vary season to season. They are like 
climate change, pollution, temperature etc. Thus, ideal planting and sowing times 
can change or crop type should be chose accordingly to be able to live in this 
condition. With the use of predictive models, seasonal forecasting can be made and 
farmers can spend the season in the most efficient way according to the results of 
models. Even prediction of months ahead can be provided with the gathered data 
and farm management can be optimized. Where is a company that delivers weather-
based agricultural information to the farmers to enable data-driven decision on 
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adapting to increased weather variability [13]. With the help of machine learning 
algorithms connected with satellites, company offers accurate agriculture-relevant 
daily observed weather data which can help farmers to make real-time agricultural 
decisions. Gathered weather-based agriculture-relevant information is shown in 
the Fig.3.   

Figure 3. Weather based agriculture-relevant information to the farmers

Consequently, farmers need to have information about the season they will face, 
before starting to plant process and they should determine the path they will follow 
accordingly. Also, they should be able to implement the applications that they have 
planned and will be used during the path, easily and at the right time. Therefore, 
precision farming and predictive analytics are the tools to facilitate and assist farmers.

3. Advantages of AI and Big Data Applications on Agriculture
The use of AI and big data applications in agriculture helps farmers to control 
current situation on large farming land. As the population is growing, farmers need 
to meet with increasing demands. Therefore, farmers need to find a way to increase 
productivity. At this point, AI can potentially change the way we see agriculture, 
enabling farmers to achieve more results with less effort while bringing many other 
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benefits [14]. These AI and big data applications help to analyse and come up with 
efficient AI and big data applications provide efficient and easy to apply ways to sow, 
produce and harvest crops.  

	AI and big data applications in agriculture helps to check on defective crops 
and to improve the healthy crop production.

	AI and big data applications also include automated machines for the 
processes like weather forecasting and disease or pest identification on the 
land.

	AI and big data applications can help crop and soil management. According 
to the crops, the right soil type should be choosing.

	AI and big data applications can solve the problems with the help of gathered 
data on the land that farmers face during the processes like climate change 
infestation of pests and weeds that reduces yields.

	Using AI-based applications and tools in agriculture helps to find solutions 
quickly by monitoring the information. AI-based technologies improve the 
results with a minimal environmental cost.

	AI and big data applications prevent waste. For example, using smart 
irrigation systems ensures that only required amount of water is used during 
the processes. Thus, water scarcity is prevented and water on the earth is 
saved.

4. Future of AI in Agriculture
For the future AI applications in Agriculture, farm control and management 
information system with integration monitor system database and GIS and decision 
system with artificial intelligence and big data for large farm areas for cities or 
countries can be effectively use in the future. This will increase food productivity and 
reduce the waste of water as well as automation including smart irrigation systems 
and robots reduce the number of workers. 
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As the population increase, climate change and the more we feel the effects of global 
warming, the importance of water saving will increase. With the smart irrigation 
systems, AI applications have been helping to save water already, therefore, world 
may need more help in the future. Additionally, it is a smart choice to avoid from 
pollution in the long term. As the usage areas increase, it will help people to get 
insight about economic, environmental, social impacts on activities which will 
support and increase sustainability.    

5. Conclusion
In conclusion, as population is increasing tremendously, requirements for food 
or any other agricultural products are also increasing. With the help of digital 
workforce, processes like sowing and harvesting, can be completed much faster 
and automatically. AI and big data applications in agriculture not only help 
farmers to automate the farming processes. By going beyond the usual agricultural 
applications, it also shifts to precise cultivation for higher crop yield and better 
quality for crops while using less resource. Because, the quality of crops is really 
important, AI applications reduce the risk of poor quality products which can be 
occurred by the weeds, unpredicted weather conditions or choosing wrong soil. AI 
based applications and tools help to improve efficiency in the agricultural processes. 
It also helps to address the challenges like crop yield, soil health and pest infestation 
that farmers face during the processes. Because the farming area is very big area, 
using agricultural robots become a highly valued application of AI in agriculture. 
Data can be gathered easily with the help of AI and big data. This data can provide 
daily, weekly, monthly information to the farmers which provide ability to predict 
changes and identify opportunities as well as warning systems for critical situations. 
Thus, AI and big data applications in agricultural processes become more efficient 
and optimized. 
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Abstract 
Artificial intelligence is used for many purposes nowadays. With the developments 
in technology, the fraudsters develop their methods. On the other hand, artificial 
intelligence methods are used in fraud detection for increasing the efficiency of 
corporations. AI and big data plays an important role in real time data enrichment, 
deep learning integration and decisions. There are ten artificial intelligence methods 
explained which are used for fraud detection. Each method has its unique bases 
and it can not be said that there is only one optimal method. In this research, the 
methods are briefly explained and a comparison is done for accuracy of methods. 
Supervised machine learning, unsupervised machine learning or semi-supervised 
machine learning as well as adaptive machine learning techniques against adaptive 
attacks with the advantage of big data and artificial intelligence are discussed with 
effectiveness usage for the future applications. 

Keywords: Artificial intelligence, big data, fraud detection, supervised machine 
learning, unsupervised machine learning, adaptive machine learning.
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1.  Introduction
Fraud can be defined as illegally obtaining services, goods, or money belonging to 
other people or organizations and it is one of the greatest challenges for business and 
organizations. All the systems containing financial transactions are subject to fraud 
and most of its different forms are determined as a kind of crime in laws. Rapidly 
increasing volume of e-commerce is attracting the fraudsters equipped with new 
technologies and the technological defense tools against fraud become more 
crucial every day. Preventing and detecting fraud is becoming more important 
more than ever.

Fraud detection is always both related to and fed by data mining and text mining 
even before the emergence of ‘Big Data’ phenomenon. However, before the Big Data 
research techniques developed, there were limited set of ways to develop algorithms 
to analyze huge amounts of data.

In this research paper, it is aimed to present main ideas of the papers which reviewed 
the most common and most practiced artificial intelligence techniques of fraud 
detection. Machine learning models for fraud detection as supervised machine 
learning models (SMLM), unsupervised machine learning models (UMLM) and 
semi-supervised machine learning models (SSMLM) as well as adaptive machine 
learning techniques against adaptive attacks are also discussed with the advantage of 
using big data and artificial intelligence for the future applications.

2. Fraud Types and Detection Methods

2.1. Fraud Types

Fraud is a broad term that include many different types. Submitting fake documents 
while applying for a job can be defined as a fraud. On the other extent, making 
manipulations in the financial tables of a big multinational corporation can also be 
defined as a fraud. In this research, we determined the limit of fraud as financial 
frauds. Financial fraud can be determined with the help of two factors: The financial 
gain and an illegal method implementation. Limiting the framework to financial 
fraud gives the advantage of using fiscal terms and scales. 

Financial fraud has several subsets. There are mainly three industries vulnerable 
to never ending fraud attempts. The first is banking. The instruments generally 
attached to fraud cases are listed as the credit cards, the mortgages and complex 
cash transactions involving money laundering. Fraud can occur in the appliance or 
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distribution phases of credit transactions. The second sector is insurance. The most 
probable fraud attacks may be on the healthcare and auto insurance instruments. The 
last industry involving the greatest risk of fraud is the telecommunication industry. 
There are mainly two areas in that sector. Namely, subscription fraud in which 
the fraudsters obtain telecommunication accounts without paying and the other is 
superimposed fraud, in which the legally registered customers pay the fraudsters’ 
expenses. 

Detection of fraud is basically a classification problem and if it is not done efficiently, 
it may be costly for the firms. Because of that, many artificial intelligence techniques 
aim to increase efficiency in classification [1]. In AI terms, classification can be 
defined as predicting of a result with the use of inputs. To implement modelling 
to classify, there must be a training dataset. By benefitting the training dataset, the 
success of the model can be measured in a test dataset. There are types of classification 
namely, binary classification, multi-class classification, multi-label classification and 
imbalanced classification. Artificial intelligence fraud detection techniques generally 
use imbalanced classification in which most of the training dataset belong to normal 
values and the minority is labelled as abnormal. The reason of that is in real life, the 
fraud cases make up a very small proportion of the whole cases.

Early fraud detection works were mainly built on statistical methods such as logistic 
regressions and neural networks. After than that, data mining techniques were 
implied. Finally, the hybrid methods are the main way of fraud detection. Therefore, 
it is very natural that the techniques are evolving and will be improved in the future. 

There are mainly two drawbacks to make fraud detection research more challenging 
for the researchers. The first is fraud detection techniques are mostly specialized for 
every different companies. The second is that accessing the real-world data is not 
so easy because of the privacy issues. Therefore, many scholars attempt to make 
research on different sectors and put weight on comprehensive analysis.    

2.2. Artificial Intelligence Techniques Used for Fraud Detection
In this section, the techniques are summarized to maintain a theoretical base. 

Bayesian Belief Networks: A Bayesian belief network uses a classifier to calculate for 
all possible classes and inserts the value X into the class with the highest probability. 
In this way the network is shown to classify each sample into a class that it is most 
likely to belong to [2].
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Fig. 1. Bayesian Belief Networks Method [3].

Bayesian Belief Networks: A Bayesian belief network uses a classifier to calculate for 
all possible classes and inserts the value X into the class with the highest probability. 
In this way the network is shown to classify each sample into a class that it is most 
likely to belong to [2].

Logistic Regression: It is statistical method of classifying binary data by using a 
linear model. It is generally used for predicting of the probability of a case is whether 
fraudulent or not [4]. 

 

Fig. 2. Logistic Regression Method [5].

Neural Network: An artificial network of neurons or nodes is used in this method. 
The connections of the neurons are modeled as weights. Positive values of weights 
represent excitatory connection, and the negative values represent inhibitory 
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connections. After all the weights are aggregated, a function controls the amplitude 
of the output. This technique is known for its relevance to the predictive modelling 
which is also used to predict the cases are fraudulent or not.

Fig. 3. Neural Network Method [3].

Support Vector Machine: This method is a kind of machine learning algorithms and 
used for both classification and regression analysis. This method enables complicated 
non-linear problems to be solved by linear classification without increasing the 
demand of computational complexity [3].  

Fig. 4. Support Vector Machine Method [3].
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Genetic Algorithms and Programming: This method has the aim of solving problems 
by evolving an initially random set of possible solutions, through the application of 
operators inspired by natural genetics and natural selection, such that in time the best 
solutions would last only. In other words, it is the search of the most optimal program 
among other algorithms. It selects different parts of programs and produces new 
generation of programs while combining them. Genetic algorithms are like neural 
networks in that they require no prior knowledge of the problem domain and are 
capable of detecting underlying relationships between the samples [6].

Fig. 5. Genetic Algorithms and Programming Method [7].

Decision Trees, Forest: Decision trees are a technique used to make classifications 
or predictions on data. It uses a tree with internal nodes representing binary choices 
on attributes and branches representing the outcome of that choice. The nodes are 
created by artificial intelligence by using the dataset and it makes decision branches 
until it is eventually sorted into a mutually exclusive subgroup [2].

Fig. 6. Decision Tree Method [3].
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Group Method of Data Handling: It is a deep learning data mining algorithm that 
calculating optimal solutions through a series models and increase the accuracy 
of the model. It has an inductive nature unlike the other deductive methods. It 
aims to minimize the coders’ influence on result of modelling through a set of 
several algorithms including parametric, clusterization, analogues complexing, 
rebinarization and probability algorithms. It finds interpretable relations in dataset 
and selects effective features.

Text Mining: It is a kind of data mining based on plain text data. It filters out the 
stop words like ‘the’, ‘is’, or ‘a’. After that, it reduces the derived forms of words 
into their roots. Finally, it analyzes the data according to the frequencies of words. It 
basically transforms the text-based data into a quantitative dataset.

Self-Organizing Map: This method is a kind of artificial neural network method 
which is built on a single matrix of neurons. A high-dimensional data is reduced 
into a 2-dimensional matrix form. The difference between self-organizing maps and 
artificial neural networks is that the first applies competitive learning, whereas the 
latter applies error-correcting learning.

 Fig. 7. Self-Organizing Map Method [8].

Process Mining: The goal of process mining is to turn event data into insights and 
actions. Process mining is an integral part of data science, fueled by the availability 
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of data and the desire to improve processes. Process mining techniques use event data 
to show what people, machines, and organizations are really doing. Process mining 
uses these event data to answer a variety of process-related questions. Process mining 
techniques such as process discovery, conformance checking, model enhancement, 
and operational support can be used to improve performance and compliance [9].

Fig. 8. Process Mining Method [10].

Artificial Immune System: It is a class of artificially intelligent, rule-based machine 
learning systems inspired by the principles and processes of an immune system of 
clever creatures like humans. The algorithms of this system are modeled very similarly 
to an immune system and it was inspired by the concept that learning and memory for 
use in problem-solving. There are four techniques that can be classified as artificial 
immune system: Clonal selection algorithm, negative selection algorithm, immune 
network algorithm, dendritic cell algorithm. The first is used for optimization, the 
second for anomaly detection, third for clustering and visualization, the fourth for 
multi-scale processing.

Hybrid Methods: They are combinations of the afore mentioned methods. They can 
be constructed in a number of ways. The first model’s outputs may be applied to 
another method as an input. One method may be applied as a pre-processing method, 
while the other makes the essential part. They are constructed to make tailored and 
specifically targeted solutions.
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2.3. Overviewing the Accuracy of Methods
It is researched that the success of methods in different studies. However, the most 
comprehensive study was done by West et al. and it shows the comparison of different 
methods [3]. Interpreting the values in the table, the most accurate methods differ 
from the datasets. In a study of credit card fraud, the accuricies are very similar. 
However, when inspecting a dataset of financial statements of manufacturing firms, 
Bayesian belief networks are more accurate than decision trees and neural networks. 
In other datasets, the best methods differ also.

Table 1. The comparison made on the accuracies of the methods [3].
Fraud Investigated Method Investigated Accuracy

Credit card transaction fraud 
from a real-world example

Logistic model (regression) 
Support vector machines 
Random forests

96.6-99.4% 
95.5-99.6% 
97.8-99.6%

Financial statement fraud 
from a selection of Greek 
manufacturing firms

Decision trees 
Neural networks 
Bayesian belief networks

73.6% 
80% 
90.3%

Financial statement fraud 
with financial items from a 
selection of public Chinese 
companies

Support vector machine 
Genetic programming 
Neural network (feed forward) 
Group method of data handling 
Logistic model (regression) 
Neural network (probabilistic)

70.41-73.41% 
89.27-94.14% 
75.32-78.77% 
88.14-93.00% 
66.86-70.86% 
95.64-98.09%

Financial statement fraud 
with managerial statements 
for US companies

Text mining 95.65%

Financial statement fraud 
with managerial statements 
for US companies

Text mining 
Text mining and support vector 
machine hybrid

45.08-75.41% 
50.00-81.97%

Financial statement fraud 
with managerial statements 
for US companies

Text mining and decision tree 
hybrid 
Text mining and Bayesian belief 
network hybrid 
Text mining and support vector 
machine hybrid

67.3% 
67.3% 
65.8%

Financial statement fraud 
with financial items from a 
selection of public Chinese 
companies

CDA 
CART 
Neural network (exhaustive 
pruning)

71.37% 
72.38% 
77.14%



ISTANBUL AYDIN UNIVERSITY PUBLICATIONS

128

3. Machine Learning Models for Fraud Detection
Machine learning can be used with more effectiveness as 1. Supervised Machine 
Learning Models (SMLM), 2. Unsupervised Machine Learning models (UMLM) 
and 3. Semi-Supervised Machine Learning Models (SSMLM) against adaptive 
attacks. Machine learning models need to collect big data to detect fraud. The model 
analyzes all the input data gathered and extracts the required features. The machine 
learning model that receives training sets that teach it to predict the probability of 
fraud. Then, it creates fraud detection machine learning models. 
In case of supervised machine learning an algorithm that learns to perform a task 
from known examples as training data.  A supervised learning model is based on 
predictive data analysis and the accuracy depends on the training set provided for it. 
SMLM needs large amount of labeled data and has difficulties in detection unknown 
data. Labeled data to train the models are the important and quantity of data and 
quality of the data is the biggest limitation in the supervised machine learning.  In 
a supervised learning model, all input information has to be labeled as good or bad. 

On the other hand, unsupervised machine learning will be the future of machine 
learning for detection of unknown attacks. UMLM has an algorithm that learns 
to identify linkages and patterns in the data without prior knowledge of what to 
look for and does not require labeled training data using auto-label and auto-rules 
generation. Generation large set of features, performing correlation analysis, graph 
analysis to link fraudulent clusters, identifying attack rings and assigning confidence 
score and categorizing are the basic steps in UMLM. An unsupervised learning 
model continuously processes and analyzes new data and updates its models.  It 
learns to notice patterns and decide whether they’re parts of legitimate or fraudulent 
operations. Deep learning in fraud detection is usually associated with unsupervised 
learning algorithms. 

Semi-supervised learning models are somewhere between supervised and 
unsupervised learning models. SSLM works for cases where labeling information is 
either impossible or too expensive and requires the labor of human experts. 

Effectiveness is increased in SMLM and UMLM with the increasing time however 
with the advantage of big data, computational time and with the advantage of 
decision systems in artificial intelligence these systems can be used effectively for 
fraud detections.

Adaptive machine learning techniques can also be effective solution for the analysis 
of datasets and supervised and unsupervised or even semi supervised machine 
learning.



PROCEEDINGS OF  INTERNATIONAL CONFERENCE ON  
AI AND BIG DATA IN ENGINEER ING APPLICATIONS

129

4.  Conclusion
Fraud detection is a very challenging and important subject to explore for increasing 
efficiency in some industries hence the number of fraud cases increasing with the 
technology. In this research, the artificial intelligence methods for fraud detection are 
categorized and reviewed. Some of the methods have statistical approaches, however 
some of them have computational approaches. These techniques can be used alone 
or in a combination. Even though the performances of methods may differ according 
to datasets, all of them have unique implementations. Every firm can make a hybrid 
of these methods according to their own needs. Supervised machine learning, 
unsupervised machine learning or semi-supervised machine learning as well as 
adaptive machine learning techniques against fraud detection and adaptive attacks 
with the advantage of big data and artificial intelligence can be used effectively for 
the future applications. 
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Abstract
The rates of urbanization have been very rapid in the last 50 years and by 2050 
about two thirds of world population will be living in cities. In the meantime, cities 
are becoming smart like everything else with the rapid development of technology. 
These developments are accompanied by environmental pressures on the urban 
infrastructure. Among these pressures one of the most important ones is generation 
of wastes. Waste generation rates in urban environment/cities are increasing rapidly 
and use of technology in waste management, and especially recycling, has to be 
more closely considered. It is now possible to increase the rate of recycling and better 
waste management with applications of artificial intelligence (AI) and internet of 
things. In this article, AI applications in the field of waste management and recycling 
around the world will be discussed. The proposed model for this purpose applies an 
algorithm used for solving The Minimum Linear Arrangement Problem which is 
NP-hard. Some examples of applications used in the waste management sector are 
examined and conclusions, which could be useful for starting a new transformation 
about recycling and waste management, are reached. 

Keywords: Waste, Waste Management, Recycling, Location Technology, Robotic, 
Smart City, Artificial Intelligence, Sustainability.
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1. Introduction
In this research, artificial intelligence applications applied to waste management 
and recycling are examined. Any substance or object which the holder discards or 
intends/required to discard is called waste according to Article 3 of the EU Waste 
Framework Directive (2008/98/EC). According to this definition waste covers all 
refuse that could be recycled (referred as waste hereon) and could not be recycled 
(referred as garbage hereon). The residual material that remains after separating 
the materials such as paper, cardboard, glass, metal, plastic and which cannot be 
recycled is called as garbage, which is mostly decomposable food waste or yard 
waste. In this research, garbage is considered as something that needs to be disposed 
of, while waste is something that can be reused by separating the substances that 
make up waste.

Recycling aims to prevent unneeded use of resources and reducing the amount of 
waste to be disposed by sorting the waste at its source. Recycling and re-use of 
materials such as iron, steel, copper, lead, paper, plastic, rubber, glass, and electronic 
will block the depletion of natural resources. This approach will reduce the amount 
of foreign exchange paid for imported scrap material and save a great deal of energy 
used by many countries.

Recycling is also an important indicator that shows the development status of nations. 
While the population and expectations for everyday comforts on the planet are 
expanding, there is an inescapable expansion in utilization of resources and this puts 
pressure on our public/common assets (natural resources and environmental quality). 
Under these conditions, importance of the productive utilization of common assets 
turns out to be much more obvious. Zero waste policies/legislation and applications 
have been developed in line with these needs and are on the agenda of Turkey and 
the world.

2. Some AI Applications in Waste Management
Today, a significant portion of the wastes generated in big cities can be recycled. 
Recycling and reuse methods that can reduce environmental problems also contribute 
to the national economies. With the increasing world population, the existence of 
techniques and models that help people separate recyclable wastes have become 
imperative for the efficient disposal of waste materials. At this point, Artificial 
Intelligence technology emerges. If the collection of unwanted materials/refuse is 
punctual, it enhances a resident’s satisfaction. In this model heavy equipment is used 
by the collecting company’s staff for collection of wastes. If waste collection service 
is satisfactory, residents promote it through the word of mouth [1].
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When we examine the artificial intelligence applications that we can address in 
waste management and recycling, we will see different methods. There are different 
methods of predicting solid waste generation, which can be broadly classified into 
five main groups: descriptive statistical models, regression analysis, material flow 
method, time series analysis and artificial intelligence methods [2].

There are different studies carried out in different regions all over the world by different 
companies. One of these companies is ZenRobotics. They use robots to separate 
waste as a recycler/robotic sorting station and the flowchart and characteristics of this 
station can be seen in Figure 1. In this system, disorganized and mixed data creates 
a difficult environment for the robot to make predictions and to operate Therefore, 
specific arrangements have to be made with regard to homogenizing the waste flows. 
In addition, controls get harder due to external factors such as working environment 
temperature changes, dust and dirt, so controls on these are also needed. 

Another robotic transforming company is AMP Robotics [3]. The working principles 
of their system can be summarized as follows. They create a database of millions of 
images. Then, neurons apply a deep learning algorithm to different product groups 
such as glass, plastic and metal according to their color, size and brand. Furthermore, 
the algorithm contextualizes the data in order to improve the classification of each 
material it collects. The collected data also provides transparency to recyclers so that 
they can optimize their operations and increase recycling rates.

Fig. 1. Robotic Sorting Station [4].
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There are two basic approaches in using AI in waste management. The first one 
is the separation of wastes in different parts of the city at dumping places (trash 
bins). In this approach, waste is created by households, who dump their waste into 
a smart trash bin, where the smart trash bin collects waste by separating it. This 
method stands out with the fact that it reduces the cost and does not require an 
additional process.

The second approach, on the other end of artificial intelligence applications of 
waste management, is collecting the garbage as a whole and to separate it by going 
through a process with the help of robotic automation. This method is more difficult 
to do and requires a high level of artificial intelligence software and engineering.

Currently a fast development is being experienced in Smart Cities, where 
engineers, urban planners, architects and city managers are joining forces with the 
goal of boosting up the efficiency of municipal services and increasing benefits 
and convenience to their communities [5].

Engineering disciplines, municipal access networks, smart roads provide us 
some important information to improve the governance of cities. Information is 
transferred to the relevant units via wireless connection such as smart garbage 
bins or a prototype with sensor that measures the volume in containers. This data 
will be used to optimize waste collection and management strategies. AI sensors 
are a vital improvement over traditional optic option. They can identify the type 
of material and take into account special considerations. A manufacturer may 
buy a certain kind of recyclable plastic, for example, but only if it is clean from 
contaminants. AI sensors can separate out plastics used with chemicals from those 
that are clean, even if they’re the same material [6].

3. Main Waste Management Processes and AI
Waste management processes cover various steps starting from collection of waste 
and ending by final disposal. In this context a stepwise summary of the process is 
provided in Table 1 below.



PROCEEDINGS OF  INTERNATIONAL CONFERENCE ON  
AI AND BIG DATA IN ENGINEER ING APPLICATIONS

135

Table 1. Main Processes in Waste Management 

Waste Management and Recycling Steps

Steps Details Avg. 
Time

Collecting

Separate collection of different types of wastes (e.g. 
plastic wastes, metals, garbage, etc.) at the source is 
achieved using various bins/cans such as indoor boxes, 
cages, containers and piggy banks.

1-3 Days

Classification

This process will allow classification of recyclable 
waste materials collected separately at the source to 
be categorized on the basis of glass, metal, plastic and 
paper. Waste materials under this classification will be 
ideally delivered to recycling facilities separately.

1 Day

Sorting

The mixed recyclable wastes that arrived with 
collection vehicles are separated in the separation 
band. They are separated as paper, metal, glass and 
plastic wastes. Plastic wastes can be divided into 5 
different material types (PET, PE, PP, PS, PVC) and 
transferred to the recycling industry. Separated wastes 
form the raw materials for recycling.

6-12 
Hours

Pressing

The classified and separated plastic wastes are then 
turned into bales in the press machine so that they 
do not take up more space in volume and sent to the 
storing area. 

2-4 
Hours

Storing

After the separation process, paper, plastic (including 
pressed bales), metal and glass wastes are stored 
separately in the stock area reserved for them and 
made ready for transfer. They are sent to the recycling 
facility regularly by the dedicated trucks.

2-3 
Weeks

In the context of waste management, main discussion here will be on location-based 
technologies. In a nutshell, the proposed waste collection system is based on waste 
level data from trashcans in a metropolitan area. The data collected by sensors is sent 
over the Internet to a server where it is stored and processed [7].

The new trashcans, which are fully equipped by AI and some physical hardware, 
have some behavioral property. They have some sensors to determine the distance 
between top and bottom of the can. Thus, it sends information to server about how 
full it is. The optimization of these cycles is a combinatorial optimization problem. 
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When the objective function of this optimization is to minimize the driving distance 
(equivalent to minimizing the length of the cycles), the problem is the same as the 
well known The Traveling Salesman Problem and closely related to the Minimum 
Linear Arrangement Problem, which are NP-hard [9]. The NP algorithm could be 
followed from Figure 2.

 Fig. 2. NP Algorithm Chart [10].

The main point in this part is using collected datasets for optimizing daily routines 
of trashcans collection. The key feature of this system is that it is designed to learn 
from experience and to make decisions not only on the daily waste level status, but 
also on future state forecast, traffic congestion, balanced cost-efficiency functions, 
and other affecting factors that cannot be foreseen without relevant data [8]. Due to 
the high number of route optimizations required to carry out the iterations, it was 
decided to use GA, which are relatively fast in providing near-optimal solutions. We 
understand that it is of great importance for the waste collection crews, who conduct 
this duty daily, use these technologies and optimize their work. 

Last, but not least there are some Artificial Intelligence applications on waste 
management in Turkey as well. For example, Antalya Municipality uses smart 
containers. Sensors in these containers measure the filling rate of each container 
and instantly transfer the data to related person(s). This system also optimizes for 
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unloading containers so that vehicles can use the shortest distance. Figure 3 shows 
an intelligent recycling terminal in China, which is a good example of use of AI in 
waste management and encouraging citizens for recycling. 

Fig. 3. Intelligent Recycling Terminals [12].

Some of the best AI applications used for waste management and recycling in the 
world are summarized in Table 2 below. 
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Table 2. Best Applications about Waste Management and Recycling [13]

Waste Management and Recycling Applications

Applications Details Operating 
System

IRecycle

Earth 911, which is an organization determined 
to spread the word about the benefit of recycling 
waste, launched the iRecycle App. The app helps 
users locate the nearest recycle centers in their 
vicinity. Also, the app teaches users the different 
do it yourself (DIY) ways to recycle wastes. 

iOS & 
Android

Gimme 5

There are different types of plastics; some are 
not recyclable, while some are known to be 
more profitable when recycled. The plastic type 
that falls under the latter category is the number 
5 plastic which is polypropylene. Gimme 5 
is an app that helps users to identify the right 
recyclable plastics. 

iOS

Waste 
Management App

The Waste Management App is one of the most 
comprehensive apps for managing waste. It 
functions as a waste payment app as well as a 
hub to access local information and policies on 
waste management. In addition, users can use 
this app to monitor and track waste pickups.

iOS

RecycleNation

RecycleNation is a mobile app that helps 
improve recycling rates in the US. Also, the app 
helps users locate recycling centers on the map as 
well as their contact information. Furthermore, 
RecycleNation comes with a news portal that 
provides users with environmental trends and 
news. 

iOS

My Waste

The My Waste mobile app partners with 
municipalities all over the world to provide 
its users up-to-date waste management and 
recycling news, policies and information. 
Another feature of the app is the waste collection 
and recycling dates reminder.

iOS & 
Android

With the introduction of artificial intelligence applications at every point of our lives, 
we are stepping into a more livable world by saving money, time and energy on this 
and other similar practices. Continuity is a solid part of an operation in working 
up any process. Whatever is done well today can be done better tomorrow. In 
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these environments, collaborative robots equipped with artificial intelligence make 
purposeful contributions to process improvement from the day they start functioning. 
With artificial intelligence-based systems that can be integrated into co-conspirator 
robots, robotic systems do much more than machines for nasty, boring and hazardous 
jobs.

4. Conclusion
With the rapid development in technology, many innovations are applied in our daily 
life. While some of these developments do not contribute directly to sustainability of 
natural resources and development, some of them show great importance for human 
welfare and sustainable development. Artificial intelligence applications in the field 
of waste management and recycling are are among the technological developments 
that serve for environmental sustainability and human welfare in the long run.

The problems related to climate change/global warming and degradation of 
environmental quality are mainly due to rapid population increase and associated 
need for economic growth without giving necessary attention to environmental 
issues. In this context, use of technology was also focused solely on economic 
development and missed the need for conservation of natural resources and ecosystem. 
However, with the new millennium more strict policies and targets were put down 
by nations and international organizations to stop environmental degradation and to 
achieve better environmental conditions. In addition, awareness of the public has 
been exponentially increasing through improved communication technology and 
municipalities are acting more responsibly concerned with environmental impacts 
of wastes.

In this regard, AI technologies are being more broadly used especially in developed 
countries in the field of environmental and specifically waste management. In 
management of solid wastes recycling, reuse and recovery are becoming more and 
more important and technological developments are supporting better application of 
these techniques.  Thus, improvement of AI applications in this field and their more 
widely use (with decreasing of associated costs) would significantly contribute to 
environmental protection and would be key factors in sustainable development.
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Abstract
AI and big data is changing future developments in transportation systems. Real-time 
transportation infrastructure of highway and railways for rapid condition assessment 
maintenance and rehabilitation by the help of AI and big data will reduce the 
accidents and improve the traffic safety. Transportation infrastructure and structures 
for condition assessment can be done by integration of the data obtained by using 
sensors, GIS, image process, vehicle cameras, drones, IoT and mobile phones. Even 
visual inspection or by using devices for maintenance is easy however it is difficult 
to observe structural condition assessment as settlement or other structural damages 
because of landslides, flooding or earthquake disaster that structure collapse can 
cause big tragedies. Artificial intelligence and big data transportation infrastructure 
management systems can be developed and improved by integration of condition and 
risk assessment data obtained previous applications. Geographic information systems 
using smart maps and integration with AI can be a solution for road infrastructure 
monitoring and maintenance to predict wear and tear. A deep learning model can 
be used for predicting road conditions as road roughness, crack damage levels and 
maintenance plans. On the other hand, for condition assessment of transportation 
structures, bridge structural information systems, upgrade deficiencies of bridge 
structures (functional and structural), high speed maglev and future transportation 
infrastructure on elevated guideway structures, prevention and mitigation of disasters 
in high speed trains are given special attention. A case study for the condition and 
risk assessment of a rail bridge is given for potential land sliding risk and settlement 
problem.

Keywords: Transportation infrastructure, condition assessment, risk assessment, 
artificial intelligence, maintenance.
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1. Introduction
AI and big data is changing future developments in transportation systems. Artificial 
intelligence can reduce the human errors by using smart autonomous transportation 
in highways and railways. On the hand there are many accidents due to road or 
railway infrastructure imperfections. Thus, real-time monitoring transportation 
infrastructure of highway and railways for rapid condition assessment, maintenance 
and rehabilitation by the help of AI and big data will reduce the accidents and improve 
the traffic safety. High speed trains generally used elevated guideway structures. 
Thus, road and railway maintenance by using real-time monitoring to control of the 
infrastructure including special passes like lakes/bridge structures and tunnels are 
important for rapid condition and risk assessments. Transportation infrastructure and 
structures for condition assessment can be done by integration of the data obtained 
by using sensors, GIS, image process, vehicle cameras, drones, IoT, and mobile 
phones for information and communication. 

Transportation infrastructure condition assessment can be done by visual inspection 
or using devices on site for maintenance of damaged guardrails, rails and corrosions 
as easily observed during investigation. However, it is difficult to observe structural 
condition assessment as settlement or other structural damages in superstructure as 
bridges/culverts because of landslides, flooding or earthquake disasters that can be 
cause big tragedies and lots of deaths. Earthquake will destroy and damage severely 
a large portion of transportation infrastructure systems that can be also important 
after the disaster for crisis management. By the advantage of AI and big data 
transportation infrastructure management systems can be developed and improved 
by integration of condition and risk assessment data obtained previous applications. 
This information can be stored for maintenance, rehabilitation planning as well as 
disaster managements. 

2.Condition and Risk Assessment of Transportation Infrastructure 

2.1. Condition Assessment for Maintenance of Transportation Infrastructure
Pavement condition assessment data for asphalt or concrete road can be determined 
by using vehicle video, drones, GIS with applications of image process techniques 
to determine pavement cracks, road bumps, potholes with the damage levels low-
medium-high. Condition assessments steps are: 1. Data collection 2. Condition 
rating and 3. Quality management for transportation infrastructure. Pavement data 
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collection is the most expensive and time-consuming component in pavement 
condition assessment. Among the automated and manual pavement data collection 
methods, automated data collection method is much safer, objective and faster. In 
the data collection, types of equipment, their calibrations and random field tests 
are important. Pavement condition assessment data systems are: 1. distress and 
profile data: the types, extent and severities of distresses on the pavement surface 
2. structural data: load carrying capacity of the pavement 3. skid resistance: force 
developed wheel sliding along a pavement surface preventing from rotating and 
depending on the texture of pavements.

2.2 Artificial Intelligence and Big Data Solutions for Road Infrastructure 
Maintenance
Geographic information system using smart maps and integration with can be solution 
for road infrastructure monitoring and maintenance. Road maintenance can be 
efficiently planned in time and location depend on highway conditions. The Bavarian 
State Ministry of Housing, Building and Transport  create a proof-of-concept model 
in 2019 by using road traffic density and road condition data collected between 2009 
and 2017. This model [1] predicts wear and tear on the Bundesautobahn 70 (BAB 
70 or A70) in southern Germany. A deep learning model is used for predicting road 
conditions as road roughness, crack damage levels as well as maintenance plans.

Fig.1. Dataset (4,839 road sections, each 100 meters long) describing road 
conditions and traffic density on the A70 road plan [1].

ArcGIS Pro and Python frameworks was utilized to access, verify, analyze, and 
visualize data and results. The road conditions and traffic data were presented in 
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Fig.1 in the form of feature classes, approximately 4800 road sections with each 
feature100-meter-long road section for every lane in both directions in the part of 
A70 highway. A collection of deep learning models predicts successfully highway 
wear and tear focusing on learning from measurements in both location and time.

2.3 Condition Assessment of Transportation Structures
2.3.1. Bridge Structural Information System
Bridge Structural Information system database will include: location, date of 
construction, types of superstructure (suspension, cable stay bridge, arch, etc.) 
material reinforced concrete, steel, composite, prestressed concrete, etc.), and 
geometry of superstructure (straight, curved or skewed in plan and/or elevation, 
or irregular) and expansion joints and bearings, number of spans, length of span 
and height of column/piers, abutments, materials and geometry of substructures 
(caissons, piles, etc.), construction details (cross-section dimensions, reinforcement 
percentage, transverse reinforcement and confinement, splices information, fixity 
conditions, seismicity information (earthquake region, fault locations, seismic ground 
acceleration, etc.) soil information (soil types, soil periods, settlements, allowable 
soil pressure, soil investigation report (if any)), foundation types (including structural 
drawings available for plan and section, number of piles vertical, inclined, type of 
piles, bearing capacity of piles, etc.) material or member deterioration or damages, 
traffic loading and vehicle information etc, environmental effects/loads information 
(potential of scouring, etc.), functional needs for current and future usage.

2.4 Upgrade Deficiencies of Transportation Structures 
After a natural disaster or catastrophic event, damage assessment is used to collect 
initial damage information and other impacts immediately to prevent collapse 
depending on damage levels. A rapid damage assessment helps government and 
emergency management agencies to stabilize critical infrastructure, appropriate 
response and recovery activities.

Reduce the risk and damage before the disaster as resilient and sustainable studies, 
artificial intelligence can be used for the evaluation of condition and risk assessment 
by using damage index in ranking. The need for upgrading deficiencies of bridge 
structures (functional and structural) if found in risk group, such critical structures to 
meet functional and structural safety requirements needs to be retrofitting according 
to current national Turkish Bridge Earthquake Code [2] (effective October 6, 2021) 
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or international code American Association of State Highway and Transportation 
Officials (AASHTO) [3] requirements. The basic steps are: integration of real time 
monitoring control information (settlements, etc) and bridge structures information 
systems with including damage information (if any) for retrofitting, performance 
level requirements, conducting seismic hazard analysis for the site and performing 
vulnerability to detect deficiencies and the level of damage, damage index, developing 
retrofitting methods with cost estimation for economic and safe solutions. For 
a country or a city lots of bridges structures can be evaluated for risk assessment 
in a rapid way by using artificial intelligence and big data applications. Previous 
retrofitting cases, solutions and cost information can be integrated and transfer to 
databases.

Most bridge structures do not show evidence of weakness and most of them need 
retrofitting for functionality, increase in traffic flow and loadings, change in seismicity 
data and seismic performance evaluation in the current code requirements with higher 
force and details than the constructed year code requirements. Most of the existing old 
transportations structures will not satisfy connections, foundations, piers. For these 
reasons, rapid speed trains will be more critical and real-time monitoring is necessary 
to prevent failures of structures or accidents or tragedies not only bridges but also for 
all structures culvert, tunnel, etc. and part of the transportation infrastructure that can 
be affected from floods, earthquakes and landslides. 

2.5. High Speed and Future Transportation Infrastructure on Guideways
High-speed train infrastructure was mainly constructed on continuous guideway 
structures with fast progress of train technology as magnetic levitation or maglev for 
ground transportation system. Shanghai Maglev shown in Fig. 2 began operations in 
2004 and connected Shanghai Pudong International Airport Station on the suburbs 
of the city [4] with a maximum speed of 430km/h.

Author Balkaya worked on conceptual guideway structural design for maglev 
high-speed ground transportation system in US Army Construction Research Lab. 
(USACERL) at Champaign with Prof. W. J. Hall [5] and Don Plotkin [6]. Artificial 
intelligence and big data will be the solution for high speed and future ground 
transportation systems by using rapid and real-time evaluation for transportation 
safety. Parameters used in the guideway design approach [5] can also be considered 
in the condition assessment and reduce the risk for magnetic levitation (maglev) or 
other future high-speed transportation systems on elevated guideway structures.
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Fig. 2. Shanghai Maglev Train on Guideways [4]

Future rapid-speed transportation system can also use mainly superstructure as 
infrastructure on elevated guideways as well as evacuated tubes on superstructure. 
Spain-based Zeleros is evaluating composites and other materials in the development 
of its Hyperloop system [7]. For that reason, continuous superstructures as a 
transportation infrastructure will plays an important role for the future transportation 
system. The hyperloops uses the technology of magnetic levitation. Hyperloops 
advantages [8] are less polluting, air and noise pollution minimum, advantages 
against climate-change. Hyperloops could reduce major traffic jams on the city 
roads. The hyperloop tubes structure will include rooftop photovoltaic solar panels, 
resulting in a clean environment and a self-sustaining electric system. The hyperloop 
would send passengers between cities at speeds of more than 970km/h in capsules 
that float in partial vacuum tubes on mostly elevated guideways. Future transportation 
systems will include additional monitoring and condition assessment parameters 
with the advantage of artificial intelligence applications for transportation safety.

3. Prevention and Mitigation of Disaster in High Speed Trains
3.1. Disasters in the Railway Infrastructure

Types of disasters in the railway infrastructure are generally in two groups: natural 
and other manmade disasters. Natural disasters are: earthquakes, floods, tornadoes, 
landslides, tsunami, other extreme weather conditions, etc., train collisions (with a 
huge number of casualties), train derailments at a bridge over a river, and derailment 
of a train with explosives/inflammable materials, tunnel collapse on a train, fire or 
explosion in trains, and other miscellaneous cases etc. 
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Manmade disasters are: terrorism and sabotage as fire to a train, railway installations 
etc., bomb blast at station/train, chemical/biological and nuclear disaster. Prevention 
and mitigation of disaster plays an important role to reduce the loss of human life and 
properties by controlling/monitoring the systems for disaster resistance and disaster 
management planning.

Accidents on high-speed trains are much rarer compared to traditional ground 
transportation networks. These are mainly due to train derailments, signaling failures, 
extreme weather conditions, faulty systems during natural disasters especially 
in earthquake regions by the advantage of artificial intelligence, technological 
developments and big data, learning from past mistakes and real time monitoring 
and rapid decisions will decrease the risk in the future usage. Fatal accidents resulted 
in a derailment or stopping of the train are human error of technicians in case of 
wrong displaying of tracks. Also, high-speed rail drivers and inspection methods for 
condition assessments are critical for safety of operations. Rail drivers are trained on 
a simulator before they use the real vehicle. Non-destructive test (NDT) equipment’s 
allows for continuous inspection of railway track up to 40km/h manufactured with 
ultrasonic, eddy current and combined for high-speed inspection of rails.

3.2. Prevention and Mitigation of Disaster in High Speed Trains

For prevention and mitigation of disaster at high speed trains the following items can 
be considered in their design [5]:

1. Route locations might be along the interstate highways or other corridors, for 
construction, retrofitting, maintenance and emergency management. 

2. Special attention to the crossing of wetlands, rivers and soft ground, in the sense 
of long-term performance (settlement and stability) of the piers/piles (and guideway) 
for condition assessment and in the event of emergencies. 

3. Vehicles tilting will be critical on curves. 

4. Columns/guideways (shape selected for aesthetics) will be structurally monitoring 
for long term stabilities and settlement problems, soil-structures interaction, load and 
traffic flow increase in future/current usage and seismicity. 

5. The matter of loss of power and measures to handle emergencies loss of power 
would shut down the system and may require the need for quick exit. 
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6. Safety of personnel (passengers and operating crew) in an emergency stop. 

7. For different climatic conditions, the system would necessarily operate, from 
warm through cold climates, usage of air-condition systems. The route will be for its 
ability to accommodate the varying types of weather and environments. 

8. Environmental effects as earthquakes (seismic effects), wind (straight winds up 
through tornadoes), rain, ice, snow, lightning, dirt, debris, and flooding, and their 
affiliated effects, including slope stability and liquefaction will be controlled by 
using sensors, cameras or GIS applications. Real time identification of disaster areas 
by an open-access vision-based tools [9] can also be used.

9. High winds, earthquakes irrespective of whether their source or faults is near or 
far can pose a major problem, not only vibration of the bridge/guideway system 
and the operating vehicle, but also rotational motion of the aboveground supports 
(pillars), differential ground settlement arising from slope instability or liquefaction.

10. Debris and dirt, can have a major effect upon the operational characteristics 
of the system. The debris could originate from environmental effects (i.e. wind) or 
be placed by people (sabotage). Some types of monitoring/control systems will be 
necessary for condition and risk assessments. 

11. Vibration arising from operation of these high-speed systems can be a factor, 
especially in urban areas.  The matter of derailment might occur at switches, and more 
unlikely (but possible) in the event of ground motions arising from unanticipated 
settlement, slides, or possibly earthquake effects. 

12. Electromagnetic effects in maglev might affect passengers, much less those staff 
and maintenance workers located near the vehicles at stations.

13. Flawed battery likely causes of Shanghai Maglev fire shown in Fig. 3 [10]. A 
faulty onboard storage battery has been identified as the possible cause of the fire 
that broke out on Shanghai’s magnetic levitation (maglev) train on August 11, 2006.
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Fig. 3 Shanghai Maglev fire [10]

4. Case Study for the Condition and Risk Assessment of Transportation 
Infrastructure
An application for the condition and risk assessment of transport network 
infrastructure [11] is given for a node identified in the tunnel, bridge and land sliding 
site located in Pont-Ventoux in the Val Susa Valley (Province of Torino-Italy). Real 
time information as control assessment is integrated with structural information for 
risk assessment evaluation.
For the risk assessment of railway bridge in the Val Susa Valley in Italy, the steps 
are as follows: 1. GIS based satellite image is converted to a smeared 3-D model of 
ground 2. structural model and analysis of railway bridge are performed and for risk 
assessment vulnerability curves are obtained 3. results are compared with GIS based 
real-time measurements for risk assessment pre-disaster case and crisis management 
after disaster cases. To obtain geo-referenced satellite image that is an image 
where the coordinates of each pixel are exactly the real coordinates of the point 
with a reference system. After the geo-referential process, the image can be used 
as the support for the database by drawing, photos and technical information texts 
for transportation infrastructure especially in the high environmental risk regions 
because of land sliding, hydro-geological or seismicity/fault locations. A database 
for the case of railway bridge in Val Susa Valley was prepared and shown Fig.4a. 
The real rail bridge photo is shown in Fig.4b. The bridge has a span of 48.75m and a 
width of 5.10m. 3D structural analysis was done by using SAP2000.
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a)  Database                                                           b) Railway Bridge 

Fig. 4. A database for railway bridge in Val Susa Valley [11]

           a) Val Susa Valley Area Satellite Image                   b) Transportation Network Level Curves

Fig. 5. Satellite image and transportation network level curves for Val-Susa Valley
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Fig. 6.  Potential landslide on the Val Susa’s site.

Satellite image and transportation network level curves for Val-Susa Valley are shown 
in Fig.5. Potential landslide was derived by using associated hazard function details 
given in reference [12] in Fig. 6. The results obtained for the case in post catastrophic 
event are reported in the Table 1 expressing the relationship between the complement 
to 1 of the safety factor and the support settlement. The derived vulnerability curves 
for support settlements are shown in Fig. 7, regarding the ordinate as the damage in 
equation of general risk, the likely uncertainty for the design variables converts each 
spike for given intensity and associated damage into a curve with in the ordinate the 
probability of that damage for the intensity in the abscissa. 

Table 1. Relationship between complement to 1 of the Safety  
factor and support Settlement.

Settlement 0.00 0.05 0.08 0.15 0.17 0.19
Complement to 1 of the 

Safety Factor 0.00 0.15 0.35 0.64 0.68 0.73
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Fig. 7. Support settlement from derived the vulnerability curve.

Exact result would have required an elasto-plastic analysis for the entire family of 
critical nodes of the infrastructure is considered. A function in general risk equation 
linking the damage with the value of a mid-span displacement to be compared with 
its ultimate threshold. This is achieved by the pushover analysis of an equivalent 
structure for an estimate of the mid-span displacement given in Table 2 and a way 
to upload the global reliability of the bridge shown as the result of the pushover 
(blue curve) on an equivalent structure leading to an estimation of function in Risk’s 
General Equations (red curve) in Fig.8.

Table 2. Relationship between displacement and force.

Displacement [m] 0.00 0.05 0.08 0.19 0.22 1.01 1.00
Force [kN] 0.0 342.3 426.5 474.2 486.5 486.5 486.5

Displacement [m] 0.00 0.05 0.08 0.10 0.13 0.14 0.15
Force “pushover analysis” [kN] 0.0 342.3 404.4 528.3 958.9 1078.7 1279.7

Fig. 8. Result of the pushover (blue curve) on an equivalent structure leading to an 
estimation of function in Risk’s General Equations (red curve). 
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Artificial intelligence can be used for many transportation structures in national-wide 
for rapid decision/evaluation and big data to store all information databases from 
condition assessment as well as adopting the previous national and international 
case studies and information databases in deep learning expertise system to prevent 
disaster in risk assessment and to use in disaster management. 

5. Conclusion
Artificial intelligence and big data will be the solution for high speed and future 
ground transportation systems mainly on elevated guideway structures as magnetic 
levitation maglev by using rapid and real-time evaluation for transportation safety. 

Prevention and mitigation of disaster in high speed trains will be important in the 
design stage given this study with interdisciplinary works and with the help of 
artificial intelligence evaluation and decision using control and risk assessment 
learning from previous cases for both maintenance and strengthening as well as 
disasters for transportation safety. 

Geographic information systems using smart maps and integration with AI can be a 
solution for road infrastructure monitoring and maintenance to predict wear and tear. 
A deep learning model can be used for predicting road conditions as road roughness, 
crack damage levels and maintenance plans. 

An application for the condition and risk assessment of transport network infrastructure 
is given for node identified in the tunnel, bridge and land sliding site located in Pont-
Ventoux in the Val Susa Valley (Province of Torino-Italy). Real time GIS, sensors, 
monitoring systems can be integrated structural information and vulnerability curves 
or damaged index for the structural control and risk assessment especially in high 
seismic regions, flooding regions, potential landslide region or support settlements 
because of transportation train loads, soil-structure effects or liquefaction.  Results 
are compared with based on real-time measurements for risk assessment pre-disaster 
case and crisis management after disaster cases. 

Integration of structural information database as bridge structural information 
system and real-time sensors data to transfer database system and previously 
collected infrastructures data for existing bridge or infrastructure systems adopted 
and transfer to big data for a country or a city or a region will result in rapid decisions 
by using artificial intelligence applications to prevent disasters and to save the lives 
for transportation infrastructure system safety. 
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Abstract
There are several studies in the literature that prove the successful application of the 
metaheuristic algorithms in the solution of different mathematic and engineering 
optimization problems. A more detailed investigation about their search mechanism 
can provide deeper insight into their working structure. Attained information 
can help researchers to select/develop metaheuristic technique(s) which is more 
compatible with their desired problem. In this regard, the current investigation 
deals with empirical analysis of the search behavior of these methods. In this 
regard the Interactive Search Algorithm (ISA) is selected as the pilot method and 
its performance is compared with five other metaheuristic techniques. To this end, 
predefined parameters based on normalized diversity concept are utilized to monitor 
the search behavior and performance of selected methods. The results are provided 
through illustrative diagrams and tables. Attained outcomes reveal that, adaptability 
and coherence of the agents during the entire optimization process play a key role in 
the search performance of a population-based metaheuristic algorithm.

Keywords: Metaheuristic methods, Exploration and exploitation, Diversity concept
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1. Introduction
In many engineering systems, reaching an optimal state is the final goal of the 
design process. In this regard, optimization methods can be divided into two main 
categories as deterministic and non-deterministic methods. The deterministic 
methods require a continuous objective functions and gradient information to 
determine the search direction and step sizes [1]. Since in many engineering 
problems finding such objective functions is very difficult (or even impossible), 
their application in complex optimization problems is highly challenging. Due to 
this reason, along with achieved developments in the computer technology, the 
non-deterministic techniques have received a lot of attention from researchers to 
solve complex problems from different fields of engineering and sciences. These 
methods do not require any continuous objective function and/or its gradient 
information to handle optimization problems [2].

One of the most important group of these techniques is the metaheuristic algorithms 
[3]. These methods are usually inspired from natural phenomena (e.g., physical rules 
and social behaviors and etc.). One can list some these methods chronologically as: 
Differential Evolution (DE) [4], Ant Colony Optimization (ACO) [5], Gravitational 
Search Algorithm (GSA) [6], Symbiotic Organisms Search (SOS) [7], Drosophila 
Food-Search Optimization (DFO) [8], Search group algorithm (SGA) [9] Water 
Wave Optimization (WWO) [10].

These methods do not demand continuous objective function and/or its gradient 
information. Also, they are efficient and ease to implementation. These specifications 
make them suitable techniques to solve complex engineering optimization problems 
in which finding a continuous objective function is very hard or even impossible. 
Therefore, in past two decades, these techniques are widely employed to solve different 
types of optimization problems [11-16]. However, the investigations addressed in 
the relevant literature designate that the different metaheuristic methods demonstrate 
various performance in handling the optimization problems [17-20]. Most of the 
related studies assessed the search capability of these methods numerically (i.e., 
quantitatively). However, still, it can provide illustrative information about why they 
show varied performances if their behaviors are evaluated qualitatively.

So, in the current work, a concept of population diversity is applied to trace and 
evaluate the search behavior of metaheuristic algorithms. In this regard, the current 
study aims to investigate the search behavior of Interactive Search Algorithm (ISA) 
[21] which is selected as sample metaheuristic method. To provide a more insight 
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into the working mechanism of this method, its search behavior is assessed based 
on its different internal parameter settings. Also, to provide more generalizable 
data, the ISA’s search behavior is, also, compared with three other metaheuristic 
algorithms. The selected methods are Butterfly Optimization Algorithm (BOA) [22], 
Jaya algorithm [23], and Firefly Algorithm (FA) [24]. The relation between search 
behavior and performance of the ISA algorithm and other selected methods are tested 
on solving four mathematical functions with different properties.

2.  Interactive Search Algorithm (ISA)
The Interactive Search Algorithm (ISA) is a population-based metaheuristic search 
technique [21]. This method applies tracking and interacting search pattern to 
perform exploration and exploitation search behaviors, respectively. the ISA uses 
tendency factor to adjust usage of these two patterns [21]. Based on this information 
the ISA is mathematically formulated as below:

where, ⊙ indicates Hadamard product, and τ is the tendency factor which is 
selected randomly from the [0,1] interval; XP is the memory matrix which 
records the previous best locations of agents;        and         respectively 
designate the current agent and an arbitrarily selected agent from XP matrix while  
i≠j;                                                 and              are random vectors which their components are selected  
from [0,1] interval  [21];          is the weighted agent, and it is formulated as follows:
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where, M is the size of population,  is the parameter presents the effect of ith agent 
on the weighted agent. f(.) returns the objective function value for the current agnt,        
          and                          are the worst and best agents’ objective function 
values, respectively. ε is defined as a small positive number to prevent from a 
probable division by zero case, if any.

3. Applied Behavioral and Performance Indexes 
Reporting the numerical results may present a global view about the search capability 
of metaheuristic methods. However, defining qualitative indexes can provide a 
deeper insight into the working mechanism of these techniques. in this regard, to 
trace exploration and exploitation search behaviors of the selected algorithms two 
indexes based on the diversity level of the population are employed as below [25]:
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In which, Div indicates the diversity of the population and measured by first norm of the current 
component of the jth dimension with the median of the all population over the jth 
dimension;	𝐷𝐷𝐸𝐸𝐷𝐷ÖÜá reflects the maximum recorded level of diversity; n and D, are respectively 
show the number of population and dimension of the problem. The argument behind these 
definitions is that, when the algorithm starts from arbitrary locations in the search domain the 
diversity of the population is high and gradually when the promising location of the domain is 
spotted the diversity of the population is increased to search the vicinity of the detected location 
in more detail. Also, in the current work, to provide a comparative index to compare the search 
performance of different methods (or single method with different settings). This index uses 
the exploration search behavior and object function value and defined as follows: 
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where, 𝑂𝑂𝑂𝑂𝐸𝐸ÖÜá shows the maximum objective function value (i.e., the worst objective function 
in a minimization problem). The logic behind this index is that, when the algorithm spots the 
promising location of the search space tries to reduce the diversity of the population and also 
the found optimal solution shows the accuracy of the located optimal point. So, by combining 
these two concepts we can achieve an index to qualitatively evaluate the performance of the 
algorithm. 
 

4. Numerical Tests 

In the current section, the performance and search behavior of the ISA methods is assessed 
based on its different internal tendency parameter settings. Also, to provide more details about 
its efficiency, it is compared with Butterfly Optimization Algorithm (BOA) [22], Jaya algorithm 
[23], and Firefly Algorithm (FA) [24]. The setting for these methods is provided in the 
following table. 
 

Table 1 Parameter setting for the applied algorithms 
Algorithm Year Parameter 
FA [24]  2009 𝛼𝛼 = 0.5, 𝛽𝛽Ö6Ä = 0.2, 𝛾𝛾 = 1 

Jaya [23] 2016 Parameter-free 

BOA [22] 2019 P=0.8, c=0.01, a=0.1 

 
For case study, four functions from CEC 2017 database [26] are selected. To provide more 
clarity, their 3D schematics are given below: 
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Fig. 1 3D schematics for (a) F1, (b) F5, (c) F20, and (d) F22 of CEC 2017 

 
4.1. Effect of tendency factor on performance of the ISA  

 In this section using defined indexes the performance of the ISA methods is evaluated based 
on the its tendency factor (i.e., its internal adjusting parameter). The performance diagrams 
(using Performance% factor) is provided in Fig. 2. Based on the given diagrams, when the 
τ=0.3 (i.e., 70% exploration and 30% exploitation) the algorithm has higher performance on 
solving the F5, F10 and F22 functions, however for F20 function the higher exploitative 
behavior (τ=0.7) leads to better solution. The outcomes indicate that, tough for many of the 
metaheuristic system the internal adjusting parameter is set to a constant value (e.g., based on 
different sensitivity analyses), for more a higher search performance they should be tune for 
each specific problems exclusively. 
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Fig. 2 The performance diagrams for (a) F5, (b) F10, (c) F20 and (d) F22 for different 
values of tendency factor 

 

 
4.2. Assessment of ISA Compared with Other Methods  

In the current section, the ISA’s search behavior and performance are compared with BOA, 
Jaya and FA methods. In this regard, initially the behavioral diagrams based on the normalized 
diversity index are provided and then the performance of selected methods is compared based 
on the Performance% factor. the acquired numerical results are given in Table 2 and the 
behavioral and performance diagrams are respectively shown in Figs 3 and 4.   
 

Table 2 Comparative results for F5, F10, F20 and F22 
function from CEC2017 Database 

Function Value FA Jaya ISA BOA 

F5 
OFV 553.52 537.73 509.94 623.84 
Rank 3 2 1 4 

F10 OFV 3378.25 2183.25 1736.29 2563.82 
Rank 4 2 1 3 

F20 
OFV 2246.65 2198.25 2118.65 2177.32 
Rank 4 3 1 2 

F22 
OFV 2309.82 2332.65 2300.49 2445.63 
Rank 2 3 1 4 

Fig. 2 The performance diagrams for (a) F5, (b) F10, (c) F20 and (d) F22 for 
different values of tendency factor

4.2. Assessment of ISA Compared with Other Methods 
In the current section, the ISA’s search behavior and performance are compared 
with BOA, Jaya and FA methods. In this regard, initially the behavioral diagrams 
based on the normalized diversity index are provided and then the performance 
of selected methods is compared based on the Performance% factor. the acquired 
numerical results are given in Table 2 and the behavioral and performance diagrams 
are respectively shown in Figs 3 and 4.  
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Table 2 Comparative results for F5, F10, F20 and F22 function from  
CEC2017 Database

qBased on given behavioral diagrams, the ISA and Jaya have complete behavioral 
diagrams. However, the BOA and FA have not a complete search behavior since 
the exploration and exploitation search behaviors are not even shifted during the 
optimization problems.

Based on the given results, the ISA could outperform other selected methods in 
terms of performance and accuracy. Considering F20 function, as given in Table 
2, the BOA can find more accurate result than the Jaya, but based on the given 
performance diagrams the Jaya has higher performance level than BOA. This shows 
that, Jaya has a better search quality and the BOA can find better solution more 
stochastically. Attained more complex results for engineering problems proves this 
conclusion [20] .The same condition can be observed for the Jaya and FA methods. 
Such results indicate that, performance diagrams (as qualitative measurement tool) 
provide deeper insight into search capacity of a method rather than just numerical 
results (as quantitative measurement tool).

5. Conclusion
In current study, the search mechanism of the ISA is assessed depended on its 
internal adjusting parameter (tendency factor) and in comparison with Butterfly 
Optimization Problem (BOA), Jaya algorithm and Firefly Algorithm (FA). To meet 
this aim, a normalized diversity index is applied to evaluate the search behavior 
of the algorithms ( and  and also the performance index (combination of objective 
function value (OFV) and search behavior of algorithm) to qualitatively evaluate the 

Function Value FA Jaya ISA BOA

F5
OFV 553.52 537.73 509.94 623.84
Rank 3 2 1 4

F10               OFV 3378.25 2183.25 1736.29 2563.82

Rank 4 2 1 3

F20
OFV 2246.65 2198.25 2118.65 2177.32
Rank 4 3 1 2

F22
OFV 2309.82 2332.65 2300.49 2445.63
Rank 2 3 1 4
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algorithms. Based on the acquired results, the coherence between population agents 
plays important role in the success of a population-based metaheuristic. Also, to 
evaluate a metaheuristic method, as global optimizer tool, its more proper to evaluate 
them qualitatively rather than just quantitatively (i.e., based on the suite of digital 
data). This approach (i.e., using the behavioral and performance analyses) is also 
can be used in tuning the internal parameters of algorithm instead of conventional 
numerical sensitivity analyses.
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Abstract
In the current study a one-dimensional cross-sectional heat transfer analysis of a 
parabolic trough collector (PTC) receiver is investigated. The heat transfer equations 
of the thermal model are adopted to a constrained optimization model and solved 
via a recently developed Interactive Search Algorithm (ISA). Since ISA is a non-
deterministic optimization algorithm, it is not sensitive to the start point and step 
intervals of the search process. The objective function of the optimization problem is 
achieved by establishing a one-dimensional thermal balance between the ambient and 
heat transfer fluid flowing inside the receiver. On the other hand the constraint of the 
optimization problem is defined as the ultimate balance in the absorber temperature. 
The proposed optimization model is tested on SEGS LS-2 PTC module. The attained 
theoretical results are validated by comparing them with the practical data reported 
by Sandia National Laboratory (SNL). Also, the corresponding percentage errors 
indicate that the proposed approach provides promising results on solving the 
governing equations of the thermal model of PTC receiver tube.

Keywords: Interactive Search Algorithm, Parabolic Trough Collector, Thermal 
analysis
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1. Introduction
Parabolic trough collectors (PTCs) are one of the most utilized concentrated solar 
collectors, which are applied in high-capacity solar energy power plants. These 
collectors are promising technology for working in high temperatures. In a PTC 
there is a receiver tube, reflector surface and standing equipment. The receiver tube is 
located in the focal line of the reflector surface and a heat transfer fluid (HTF) flowing 
inside it. The sun radiance coming to the reflector surface is reflected to the receiver 
tube and heating up the HTF inside the tube. The heated fluid entering a Rankine 
cycle provides the demand energy for its proper application. The performance of 
the collector is depending on the optical and thermal efficiency of the system. The 
optical efficiency varies through the geometric properties of the reflector surface and 
receiver tube, the solar radiance amount and the material of the components of the 
system. Where, the thermal efficiency depends to process properties of the collector 
like the temperature of the inlet HTF, the mass flow rate of the HTF, the ambience 
temperature, velocity of the wind and the thermo-physical properties of the HTF. For 
analyzing the performance of the system and predicting its performance requires to 
carry out a thermal model of the receiver tube. Solving the achieved thermal model 
is a complicated process. In the reported technical literature there are studies focused 
on thermal modeling and solving of the receiver tube in PTCs. Daniel et al. (2011) 
investigated the effect of the outer vacuum shell around the absorber tube on the 
performance of the collector [1]. Padilla et al. (2011) carried out a one-dimensional 
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heat transfer study on the PTC systems, neglecting the interactions between the 
surfaces close to each other [2]. Yılmaz and Söylemez (2014) investigated the 
heat losses and the effect of optical efficiency in the performance analysis of PTC, 
considering the heat losses from the receiver tube for steady-state flow in one 
dimensional condition [3]. Hachicha et al. (2013) implemented a numerical study on 
the heat transfer analysis in a PTC system [4]. In some other studies the effect of using 
nano-fluids as the HTF on the performance of the system is investigated. For instance, 
Risi et al. (2013) utilized CuO and Ni nanoparticles for providing higher absorption 
capability and applied optimization procedure for determining the main geometrical 
and operational properties [5]. Zadeh et al. (2015) developed an optimization model 
for thermal analysis in a PTC using nano-fluids [6]. Moloodpoor et al. (2019) solved 
the proposed one-dimensional optimization problem via integrated Particle Swarm 
Optimization (iPSO) technique.

In the current study, a one-dimensional thermal model of a PTC receiver tube is 
employed and its governing equations are mathematically converted into a single-
objective constrained optimization problem. In this regard, a thermal balance between 
the HTF and ambient surrounding the receiver tube is provided. The difference 
between nodal heat losses in tube’s one-dimensional sectional path is considered 
as the objective function. To solve the achieved optimization problem recently 
developed Interactive Search Algorithm (ISA) is utilized. ISA is a non-deterministic 
optimization algorithm, so, it is not sensitive to the start point and step intervals of 
the search process. The proposed optimization model is tested on SEGS LS-2 PTC 
module. The attained theoretical results are validated by comparing them with the 
experimental data reported by Sandia National Laboratory (SNL).

In the rest of the current study the thermal model of the receiver tube is detailed in 
section 2. The utilized optimization method is described in section 3. Section 4 is 
devoted to numerical solution of the optimization problem. Finally, the concluded 
points are summarized in the conclusion part. 

2. Thermal modeling
The receiver tube of a PTC consist of cylindrical layers. The sectional view of these 
layers is presented in Fig. 1a. Heat transfer fluid is flowing in the center of this tube, 
inside the absorber tube. A glass cover is surrounded the absorber tube for preventing 
heat losses. The area between the glass cover and absorber tube is named as annulus 
part. This section in different conditions could be vacuumed or filled with different 
gases. Considering the receiver tube as a heat transfer element the thermal resistance 
method is applied for estimating the nodal temperatures. The heat transfer from the 
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HTF to the ambient is schematized with the help of thermal resistance method in Fig. 
1b. Based on the temperature diversity in radial aspect, governing equations between 
nodal points of the resistance network are as below.
The convection heat transfer between the absorber tube and heat transfer fluid (HTF) 
depends on absorber and fluid temperature is calculated as below [7]:

         

where the convection heat transfer coefficient for the heat transfer fluid, hfi is given 
by [8]:
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The absorber tube’s wall is very thin, so, the heat transfer through absorber tube via 
conduction is neglected [9]. The annulus part of the receiver in the current study is 
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cover inner wall is occurred via radiation.

         

Fig.1. Receiver tube: a) cross sectional view and b) thermal resistance model
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Received beam radiation and optical properties determine the solar radiation absorbed per unit 
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factor is calculated as below. 



PROCEEDINGS OF  INTERNATIONAL CONFERENCE ON  
AI AND BIG DATA IN ENGINEER ING APPLICATIONS

171
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Fig.1. Receiver tube: a) cross sectional view and b) thermal resistance model 
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𝐹𝐹𝑅𝑅 = 𝐹𝐹′𝐹𝐹"           (13) 

The average temperature drop from the the absorber to the heat transfer fluid is [7]: 

�̅�𝑇𝑎𝑎 − �̅�𝑇𝑓𝑓𝑓𝑓 = �̇�𝑄𝑢𝑢 [ 1
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+ ln(𝐷𝐷𝑎𝑎𝑎𝑎/𝐷𝐷𝑎𝑎𝑓𝑓)
2𝜋𝜋𝑘𝑘𝑟𝑟𝐿𝐿 ]       (14) 

So, temperature of the absorber under different conditions can be calculated as below. 

𝑇𝑇𝑎𝑎 = 2𝑇𝑇𝑓𝑓𝑓𝑓+∆𝑇𝑇
2 + (�̅�𝑇𝑎𝑎 − �̅�𝑇𝑓𝑓𝑓𝑓)         (15) 

∆𝑇𝑇  is the temperature difference between the inlet and outlet temperatures of the HTF. 

2.1. Objective function and constraint of the optimization problem 

The governing equations of the thermal model is converted to a single-objective optimization 
problem. In this regard, the difference between nodal points of the cross-sectional view of the 
receiver tube for achieving an ultimate thermal balance must converge to zero. So, the objective 
function of the optimization problem is defined to minimizing the difference of the heat losses 
of inner and outer segments of the receiver tube[9]. 

𝑓𝑓(𝐗𝐗) = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (�̇�𝑄𝑎𝑎−𝑐𝑐𝑓𝑓 − �̇�𝑄𝑐𝑐𝑐𝑐−𝑒𝑒𝑒𝑒𝑒𝑒)       (16) 

X holds the design variables of the optimization problem as the absorber tube (Ta) and glass 
cover (Tco) temperatures. These design variables will be selected from [200, 600] interval during 
the optimization process.  

The proper constraint of the optimization problem is the ultimate balance in absorber’s 
temperature and it is defined as below.  

𝑔𝑔 = 𝑇𝑇𝑎𝑎 − �̅�𝑇𝑎𝑎 = [2𝑇𝑇𝑓𝑓𝑓𝑓+∆𝑇𝑇
2 + (�̅�𝑇𝑎𝑎 − �̅�𝑇𝑓𝑓𝑓𝑓)] − [�̅�𝑇𝑓𝑓𝑓𝑓 + �̇�𝑄𝑢𝑢 [ 1
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+
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𝐷𝐷𝑎𝑎𝑓𝑓

)

2𝜋𝜋𝑘𝑘𝑟𝑟𝐿𝐿 ]] = 0  (17) 

The complexity of the optimization problem due to its complicated search domain, challenges 
the solver optimization technique and the solutions are mostly closed or even at the edge(s) of 
the search space [12]. Consequently, ISA optimization method with good performance in 
solving different optimization problems is selected and described in the next section [13-15]. 

3. Interactive Search Algorithm (ISA) 

Interactive Search Algorithm (ISA) is a non-deterministic and swarm-based optimization 
technique [16]. This method uses a tendency factor (τ), for balancing one of two different search 
patterns (i.e. Tracking and Interacting). In the Tracking phase, the exploration search behavior 
of the algorithm is activated. However, in Interacting phase the exploitation aspect of the 
algorithm is dominant. The Tendency factor, according to a series of sensitivity analysis is 
determined as τ=0.3 [16]. The proposed ISA is mathematically formulated as follow: 
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of the algorithm is activated. However, in Interacting phase the exploitation aspect of the 
algorithm is dominant. The Tendency factor, according to a series of sensitivity analysis is 
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phase, the exploration search behavior of the algorithm is activated. However, in 
Interacting phase the exploitation aspect of the algorithm is dominant. The Tendency 
factor, according to a series of sensitivity analysis is determined as τ=0.3 [16]. The 
proposed ISA is mathematically formulated as follow:

(18)

where, ⊙ is the Hadamard product and τ is randomly chosen from the [0,1] interval; 
XP is a matrix which holds the previous best locations of agents;        shows the 
ith member and        is an arbitrarily selected member from XP matrix while i≠j;  
                         and          are the random vectors which their components are chosen 
form [0,1] interval  [16]         ;  is the weighted agent and it is calculated as follows:

here, M is the population size,       is the parameter presents the effect of ith agent 
on the weighted agent. f(.) designates the objective function value of the problem.    
              and                         are the worst and best agents’ objective values, 
respectively. ε is defined as a small positive number to prevent from a probable 
division by zero case which is taken as 0.0001. 
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𝑃𝑃)) are the worst and best agents’ objective values, respectively. ε is defined as a 

small positive number to prevent from a probable division by zero case which is taken as 
0.0001.  

4. Numerical solution 

The proposed optimization model is tested on SEGS LS-2 PTC module [17]. The attained 
theoretical results are validated by comparing them with the practical data reported by Sandia 
National Laboratory (SNL). The tests were performed with water and Syltherm800 oil. The 
properties of the considered collector is presented in Table 1.  

The numerical computations are implemented using MATLAB® programming platform in a 
computer system equipped with an intel-i7™ CPU and 12 MB of installed RAM. 

The optimal results utilizing the ISA are reported comparatively and given in Table 2. The 
percentage error for the calculated temperature difference and thermal efficiency is also 
reported.  

The design variables (i.e. absorber temperature and glass cover temperature) are selected during 
the optimization process. Tracing the value of the design variables are given in Fig. 2. 
According to this figure, the optimal state is caught nearly in 15 Iterations.  
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theoretical results are validated by comparing them with the practical data reported by Sandia 
National Laboratory (SNL). The tests were performed with water and Syltherm800 oil. The 
properties of the considered collector is presented in Table 1.  

The numerical computations are implemented using MATLAB® programming platform in a 
computer system equipped with an intel-i7™ CPU and 12 MB of installed RAM. 

The optimal results utilizing the ISA are reported comparatively and given in Table 2. The 
percentage error for the calculated temperature difference and thermal efficiency is also 
reported.  
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the optimization process. Tracing the value of the design variables are given in Fig. 2. 
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an arbitrarily selected member from 𝐗𝐗 
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random vectors which their components are chosen form [0,1] interval  [16]; 𝐗𝐗𝑊𝑊

 
𝑡𝑡  is the 
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here, M is the population size, �̂�𝑇𝑖𝑖
𝑤𝑤 is the parameter presents the effect of ith agent on the 

weighted agent. f(.) designates the objective function value of the problem. max
1≤𝑘𝑘≤𝑀𝑀

(𝑖𝑖(𝐗𝐗𝑘𝑘
𝑃𝑃)) and 
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1≤𝑘𝑘≤𝑀𝑀

(𝑖𝑖(𝐗𝐗𝑘𝑘
𝑃𝑃)) are the worst and best agents’ objective values, respectively. ε is defined as a 

small positive number to prevent from a probable division by zero case which is taken as 
0.0001.  

4. Numerical solution 

The proposed optimization model is tested on SEGS LS-2 PTC module [17]. The attained 
theoretical results are validated by comparing them with the practical data reported by Sandia 
National Laboratory (SNL). The tests were performed with water and Syltherm800 oil. The 
properties of the considered collector is presented in Table 1.  

The numerical computations are implemented using MATLAB® programming platform in a 
computer system equipped with an intel-i7™ CPU and 12 MB of installed RAM. 

The optimal results utilizing the ISA are reported comparatively and given in Table 2. The 
percentage error for the calculated temperature difference and thermal efficiency is also 
reported.  

The design variables (i.e. absorber temperature and glass cover temperature) are selected during 
the optimization process. Tracing the value of the design variables are given in Fig. 2. 
According to this figure, the optimal state is caught nearly in 15 Iterations.  
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(19) 

here, M is the population size, �̂�𝑇𝑖𝑖
𝑤𝑤 is the parameter presents the effect of ith agent on the 

weighted agent. f(.) designates the objective function value of the problem. max
1≤𝑘𝑘≤𝑀𝑀

(𝑖𝑖(𝐗𝐗𝑘𝑘
𝑃𝑃)) and 

min
1≤𝑘𝑘≤𝑀𝑀

(𝑖𝑖(𝐗𝐗𝑘𝑘
𝑃𝑃)) are the worst and best agents’ objective values, respectively. ε is defined as a 

small positive number to prevent from a probable division by zero case which is taken as 
0.0001.  

4. Numerical solution 

The proposed optimization model is tested on SEGS LS-2 PTC module [17]. The attained 
theoretical results are validated by comparing them with the practical data reported by Sandia 
National Laboratory (SNL). The tests were performed with water and Syltherm800 oil. The 
properties of the considered collector is presented in Table 1.  

The numerical computations are implemented using MATLAB® programming platform in a 
computer system equipped with an intel-i7™ CPU and 12 MB of installed RAM. 

The optimal results utilizing the ISA are reported comparatively and given in Table 2. The 
percentage error for the calculated temperature difference and thermal efficiency is also 
reported.  

The design variables (i.e. absorber temperature and glass cover temperature) are selected during 
the optimization process. Tracing the value of the design variables are given in Fig. 2. 
According to this figure, the optimal state is caught nearly in 15 Iterations.  
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0.0001.  

4. Numerical solution 

The proposed optimization model is tested on SEGS LS-2 PTC module [17]. The attained 
theoretical results are validated by comparing them with the practical data reported by Sandia 
National Laboratory (SNL). The tests were performed with water and Syltherm800 oil. The 
properties of the considered collector is presented in Table 1.  

The numerical computations are implemented using MATLAB® programming platform in a 
computer system equipped with an intel-i7™ CPU and 12 MB of installed RAM. 

The optimal results utilizing the ISA are reported comparatively and given in Table 2. The 
percentage error for the calculated temperature difference and thermal efficiency is also 
reported.  

The design variables (i.e. absorber temperature and glass cover temperature) are selected during 
the optimization process. Tracing the value of the design variables are given in Fig. 2. 
According to this figure, the optimal state is caught nearly in 15 Iterations.  
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4. Numerical solution
The proposed optimization model is tested on SEGS LS-2 PTC module [17]. The 
attained theoretical results are validated by comparing them with the practical data 
reported by Sandia National Laboratory (SNL). The tests were performed with water 
and Syltherm800 oil. The properties of the considered collector is presented in Table 1. 

The numerical computations are implemented using MATLAB® programming platform 
in a computer system equipped with an intel-i7™ CPU and 12 MB of installed RAM.

The optimal results utilizing the ISA are reported comparatively and given in Table 2. 
The percentage error for the calculated temperature difference and thermal efficiency 
is also reported. 

The design variables (i.e. absorber temperature and glass cover temperature) are selected 
during the optimization process. Tracing the value of the design variables are given in 
Fig. 2. According to this figure, the optimal state is caught nearly in 15 Iterations. 

The population size of the optimization process is 10. The convergence of the two 
components of the objective function (i.e. Qcon-env and Qa-ci) during the optimization 
process is shown in Fig. 3. As can be seen from the figure, the difference of these 
two components is converged to its minimum state (3E-10) nearly after 1500 objective 
function evaluations. 

Table 1 Geometric properties of the PTC
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3. As can be seen from the figure, the difference of these two components is converged to its 
minimum state (3E-10) nearly after 1500 objective function evaluations.  

Table 1 Geometric properties of the PTC 

Property Value 
Absorber length (la) 7.8 m 
Collector width (wa) 5 m 
Focal distance (f) 1.84 m 
Absorber Emittance (εa) 0.14 
Glass cover Emittance (εc) 0.88 
Glass cover transmittance (τ) 0.95 
Absorber absorptance (α) 0.96 
Reflection surface reflectivity (ρ) 0.93 
Incident angle modifier (Fa) 1 
Shape factor (γ) 0.92 
Inclination angle (θ) 0.0 
Glass cover outer diameter (Dco) 115 mm 
Glass cover inner diameter (Dci) 109 mm 
Absorber tube outer diameter (Dao) 70 mm 
Absorber tube inner diameter (Dai) 66 mm 
Glass cover conductivity (kc)(DURAN glass @ 90 oC) 1.2 W/m K 

 

  
Fig. 2. Tracing the design variables during 

the optimization process 
Fig. 3. Tracing the objective function 

component differences during the 
optimization process. 
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Table 3 Comparison of obtained optimal results and reported experimental 
and theoretical results
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Table 3 Comparison of obtained optimal results and reported experimental and theoretical results 

C
as

e 

Fluid Ib 
(W/m2) 

Flow 
rate 

(l/min) 

vw 
(m/s) 

Tamb 
( oC) 

Tinlet 
( oC) 

SNL exp. Results 
[17] 

Garcia Model 
[18] 

iPSO 
[9] 

ISA 
Current study 

ΔT(oC) ηth (%) ΔT(oC) ηth (%) ΔT( oC) ηth (%) ΔT( oC) ηth (%) 

1 Water 807.9 18.4 1.0 15.8 18.3 17.83 72.63 ± 1.91 17.79 72.39 17.76 73.11 17.75 73.02 

2 Oil 
(syltherm800) 933.7 47.7 2.6 21.2 102.2 21.8 72.51 ± 1.95 21.25 70.69 21.49 72.41 21.51 72.39 
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5. Conclusion
In the current study a constrained optimization model is presented for one-
dimensional heat transfer analysis of a receiver tube in a parabolic trough collector 
(PTC). For this target, the thermal balance in the receiver tube is analyzed with the 
help of thermal resistance method. A series of governing equations for determining 
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of the heat losses at the nodal points are written. To solve these equation, the problem 
is converted to a single objective constrained optimization problem. The difference 
between the heat losses considered as the objective function and minimized. The 
temperature of the absorber tube and glass cover are assumed as the decision 
variables of the optimization problem. The proposed optimization problem is solved 
via the recently developed Interactive Search Algorithm (ISA) method. The obtained 
results are compared with those are experimentally carried out and reported by SNL 
and other theoretical models. According to given results, unlike the gradient-based 
methods, the problem is not depended on initial condition and process can start from 
any initial arbitrary condition. Since, attained outcomes are in good agreement with 
the experimental results of SNL, the utilized method is compatible with optimization 
problem. Also, based on the reported percentage errors, ISA presents more accurate 
numerical achievements in comparison with other models reported in the technical 
literature. Consequently, the proposed model and optimization technique is applicable 
for solving the PTC thermal model in distinct conditions.
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Abstract
In this study, vehicle classification based on convolutional neural network has been 
examined with fully connected layers to apply on highways. With the convolutional 
neural network, the classification of the vehicles in the image has been made through 
video images. The accuracy of the classification has been calculated. Convolutional 
neural networks are multilayer neural networks. Each layer consists of many layers that 
can be trained. This allows the network to learn better. As the number of layers gets 
higher the time needed to train the network increases. An open-source Yolo algorithm 
has been used to provide rapid vehicle detection via video streams. Thanks to this study, 
the classification of the vehicles present in the inner city and highways is made. Also, 
the vehicles in the same class are counted. In order to increase the success rate in the 
experiments carried out, the coco data set is used. In the study, experiments are carried 
out with video images of 4 vehicle classes taken over 7 different media. 78.75% success 
rate and 21.25% error rate in the working truck class, 78.08% success rate and 21.92% 
error rate in the bus class, 80.70% success rate and 19.30% error rate in the motorbike 
class, car class It has a success rate of 86.21 and an error rate of 13.79%.

Keywords: Convolutional Neural Network, Fully Connected Layers, Vehicle Detection, 
YOLO.
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1. Introduction
With today’s technological developments, smart transportation addresses issues 
such as technology, infrastructure, energy and health as a priority. Digital image 
processing and artificial neural networks should be used together to perform vehicle 
classification. The reason for using numerical data is because computer systems only 
work with numerical data. In this case, video images are transferred numerically to 
the computer environment so that artificial neural networks can work. In order for 
Video images to be transferred numerically, digital image processing technique must 
be used. 
Thanks to the interfaces provided by programming languages, it supports Microsoft 
Windows, Linux and Mac OS mobile operating systems in desktop operating 
systems and Android and IOS platform in mobile operating systems [1,3]. A deep 
Convolutional Neural Network (CNN) system pre-trained on data is used as a 
feature extraction tool on the image. The study is performed well both in terms of 
accuracy and computational time [4]. Digital image processing is the process of 
obtaining information on images obtained from the image source using various 
techniques. Application areas; systems developed on autonomous vehicles, military 
defense and weapons systems, imaging devices used in health care and image 
processing techniques are used in satellite image retrieval operations [5]. Millions of 
combinations of biological nerve cells make up the nervous system. Artificial neural 
networks have been developed using biological nerve cells [6]. The human brain 
can successfully apply learning, association, classification, generalization, feature, 
determination and optimization [7]. In some studies, a CNN model with different 
architectures is created by using the learned parameters over the data set [8,10]. 
CNN is used in applications such as autonomous vehicle design, detection of logos 
found in vehicles, and detection of vehicles located in the parking lot [11,15].

Processing images is simple and easy with The Yolo algorithm. Yolo has an opening 
referred to as You Only Look Once. The expression translated as look only once 
indicates that the definition can be made after the image passes through the algorithm 
only once. The Yolo algorithm has an architecture that is the fastest in detecting 
objects [16]. The number of convolution layers, which are 24 in the Yolo algorithm, 
is 9 in Fast Yolo and less filters are used in the convolution layers. Except for the 
size of the quick version created, all training and testing parameters are the same 
with the normal version [17,19]. A method has been proposed to improve the 
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accuracy of a real-time detection algorithm. In this method, it is aimed to model 
Yolo with the Gaussian parameter and to redesign the loss function. The developed 
method has been shown to be able to cope with incorrect positions in autonomous 
driving controls compared to a traditional Yolo. It has been shown to have a faster 
detection capability of 42 FPS (frame per second) with the proposed algorithm [20]. 
The developed real-time object detection detector Yolo has been deepened. Design 
changes have been made to make it better. The scope of the network included in the 
Yolo model has been enlarged and retrained. It has been found that the new model 
works three times faster than the old versions. The success of the system is measured 
by testing the working accuracy of the model with object recognition models such 
as RetinaNet [21]. Applications such as automatic license plate recognition and real-
time vehicle classification are implemented with the Yolo algorithm [22,23].

2. Material and Method

2.1. Artificial Neural Network 
 
 
 
 
 
 
  

Fig. 1. Artificial Neural Network Architecture

Artificial neural networks are computer systems designed to perform the learning 
process, which is the characteristics of the brain that are the center of the human 
body and take the human brain as an example. Figure 1 shows the structure of 
cells located on the artificial neural network [27]. The artificial nerve cell consists 
of input, weight, activation function, collection function and output elements. 
Inputs are information necessary for the operation of the network to the artificial 
nerve cell. Learning the artificial neural network is determined by examples for 
the desired state.
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In the formula expressed by equation (1) above, “x” value indicates the inputs, “w” 
value weights, “n” value indicates the number of inputs to the artificial neural cell.

With the equations (2) and (3) given above, different addition functions are included. 
In the first addition function, the net input is calculated by adding and multiplying 
the input and weight values. The second and third addition functions have a similar 
structure. Of the last values obtained by multiplying the input and weight values, 
the second addition function uses the largest one, and the third addition function 
uses the smallest value as net input. In artificial neural network models, there must 
be a function in which the derivative of the activation function can be obtained. The 
activation function commonly used in artificial neural network models is the sigmoid 
function [28].

The net value expressed by Equation (4) above is the net input value obtained using 
the sum function. Figure 2 shows the graph of the sigmoid function [6]. It sends a 
value between 0 and 1 to the output unit by passing the Net input value through the 
sigmoid function.

Fig. 2. Sigmoid Function Plot
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transition to the pooling layer is provided by using the activation function. These methods are 
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convolutional neural network to form, the convolution and pooling layers must have an order. 
Convolutional neural networks are generally in 5 layers and after each convolution layer, the 
transition to the pooling layer is provided by using the activation function. These methods are 
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2.2. Convolutional Neural Networks (CNN)
Convolutional neural networks are a feed forward neural network built on a multi-
layer sensor, a model of artificial neural networks. It is used for image and video 
applications as it is affected by visual perception. Convolutional neural networks are 
systems formed by the combination of multilayer perceptron layers for convolution, 
pooling and classification. In order for the convolutional neural network to form, 
the convolution and pooling layers must have an order. Convolutional neural 
networks are generally in 5 layers and after each convolution layer, the transition 
to the pooling layer is provided by using the activation function. These methods are 
Average Pooling, Max Pooling and Sum Pooling. The leveling layer is located after 
the pooling layer.

The activation function determined for the convolutional neural network performs 
its operations in this layer. Relu function is used as activation function. The main 
reason for choosing this function is that the network performs the best during 
training. Equation (8) expresses this formula. The values in the property map are 
passed through the Relu function one by one, and the negative ones are changed to 
0. Pooling Layer In convolutional neural networks, the pooling layer comes after the 
nonlinear layer.

2.3. Darknet Yolo
Darknet Yolo algorithm is capable of processing images at a rate of 45 frames per 
second. Fast Yolo, which is a small version in terms of size, can process 155 frames 
per second, although it has 2 times other algorithms capable of real-time object 
detection. Previously developed models in object detection reuse the fully connected 
layer where the classification process takes place in order to realize the detection. 
The Yolo algorithm looks at object detection as a single regression problem, directly 
from the pixels that make up the image, to the coordinates of the bounding boxes and 
class probabilities.

   

Using the above given equation (9) and the tensor formula, after determining the 
tensor required in the output section, the convolutional neural network is formed. 
The S parameter on Equation 9 represents the spatial size of the input image, the B 
parameter the number of bounding boxes, and the C class number [19].
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common tool set to access data sets and explanations [25]. YOLO9000, a real-time object 
detection system that detects more than 9000 objects in real time, has been introduced with 
YOLOv2 and YOLO9000. Improvements have been made in the study with the information 
obtained in the YOLO detection method. With the improved model, it has been found that it is 
better than detection algorithms such as YOLOv2, PASCAL VOC and COCO. WordTree is 
used by combining a common optimization technique with information from various sources to 
get data at the same time in ImageTree and COCO [26]. 
 
In this study, convolutional neural networks, deep learning techniques, yolo algorithm and 
current data sets, and convolutional neural network-based instrument classification are 
examined. With this system, a software that can be integrated into city systems is developed. 
With this software, operations are performed on video images, classification of cars, buses, 
trucks and motorcycles and counting of vehicles passing over that road are made. During the 
application, it is ensured that the tools are separated from each other by the software and their 
number is kept according to their type. 
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2.4. Description of The Data Set Used in The Study
Whether the COCO data set is statistically different in the methods evaluated for 
both classification and object detection, what the system is learned from images, 
and the methods have been analyzed [24]. The PASCAL VOC dataset contains 
standard image datasets for object class recognition. It enables the evaluation and 
comparison of different methods over a common tool set to access data sets and 
explanations [25]. YOLO9000, a real-time object detection system that detects more 
than 9000 objects in real time, has been introduced with YOLOv2 and YOLO9000. 
Improvements have been made in the study with the information obtained in the 
YOLO detection method. With the improved model, it has been found that it is better 
than detection algorithms such as YOLOv2, PASCAL VOC and COCO. WordTree is 
used by combining a common optimization technique with information from various 
sources to get data at the same time in ImageTree and COCO [26].

In this study, convolutional neural networks, deep learning techniques, yolo 
algorithm and current data sets, and convolutional neural network-based instrument 
classification are examined. With this system, a software that can be integrated into 
city systems is developed. With this software, operations are performed on video 
images, classification of cars, buses, trucks and motorcycles and counting of vehicles 
passing over that road are made. During the application, it is ensured that the tools 
are separated from each other by the software and their number is kept according to 
their type.

2.5. Flowchart of The Study 

Fig. 3. Flowchart of The Study
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Figure 3 shows the flow chart of the algorithm followed for the CNN-based vehicle 
classification application. The algorithm consists of seven main stages. These; image pre-
processing, feature extraction, deep learning algorithm, COCO data set, classification, accuracy 
estimation, object tracking and counting. Dividing the video into frames given to the software 
algorithm in the image preprocessing stages (video reading, taking pictures from the video, 
taking parts from the pictures and turning the picture into gray tone) is converted to gray tone 
in order to extract the features of the objects in these frames. Then the image is made ready to 
be sent to the deep learning algorithm. Darknet Realizes the training of the network to determine 
the bounding boxes of objects on the image using YOLO. After the training is performed, it is 
sent to the deep learning algorithm using the found weight values and configuration settings. 
The COCO data set, which is ready as a reference, is used for the deep learning algorithm to 
prepare the classification and prediction processes of the network. 
 
Image used in classification processes; After passing through the deep learning algorithm, the 
training of the network is performed and the class of the objects to be detected is determined. 
More than one class can be detected on an image at the same time. After the classification 
process takes place, the accuracy rate of the object belonging to the detected class is found and 
the margin of error of the algorithm and the realized software is determined. 
 
After the margin of error is determined, the object tracking is done and counting is performed. 
The counting process is performed by using the center coordinate values of the bounding boxes 
of the objects on the image, after all results are produced regarding the objects on the frame in 
the deep learning algorithm. 
 
The Darknet YOLO algorithm, developed using the CNN structure, has been shown to correctly 
classify the desired tools. The vehicles used as classification are car (car), motorbike 
(motorcycle), bus (bus) and truck (truck). Different video images taken from traffic are used to 
better examine the results. An attempt is made to reduce the margin of error in order to correctly 
identify the tools detected by the Yolo algorithm. In order to reduce the margin of error, the 
software has been tested using different versions of the Yolo algorithm developed by Darknet. 
After the vehicle classification process is performed, the vehicles in the traffic video image are 
taken into the bounding boxes, and an accuracy value between 0-1 and the name of the class 
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Figure 3 shows the flow chart of the algorithm followed for the CNN-based vehicle 
classification application. The algorithm consists of seven main stages. These; 
image pre-processing, feature extraction, deep learning algorithm, COCO data set, 
classification, accuracy estimation, object tracking and counting. Dividing the video 
into frames given to the software algorithm in the image preprocessing stages (video 
reading, taking pictures from the video, taking parts from the pictures and turning the 
picture into gray tone) is converted to gray tone in order to extract the features of the 
objects in these frames. Then the image is made ready to be sent to the deep learning 
algorithm. Darknet Realizes the training of the network to determine the bounding 
boxes of objects on the image using YOLO. After the training is performed, it is 
sent to the deep learning algorithm using the found weight values   and configuration 
settings. The COCO data set, which is ready as a reference, is used for the deep 
learning algorithm to prepare the classification and prediction processes of the 
network.

Image used in classification processes; After passing through the deep learning 
algorithm, the training of the network is performed and the class of the objects to 
be detected is determined. More than one class can be detected on an image at the 
same time. After the classification process takes place, the accuracy rate of the object 
belonging to the detected class is found and the margin of error of the algorithm and 
the realized software is determined.

After the margin of error is determined, the object tracking is done and counting is 
performed. The counting process is performed by using the center coordinate values 
of the bounding boxes of the objects on the image, after all results are produced 
regarding the objects on the frame in the deep learning algorithm.

The Darknet YOLO algorithm, developed using the CNN structure, has been shown 
to correctly classify the desired tools. The vehicles used as classification are car 
(car), motorbike (motorcycle), bus (bus) and truck (truck). Different video images 
taken from traffic are used to better examine the results. An attempt is made to 
reduce the margin of error in order to correctly identify the tools detected by the Yolo 
algorithm. In order to reduce the margin of error, the software has been tested using 
different versions of the Yolo algorithm developed by Darknet. After the vehicle 
classification process is performed, the vehicles in the traffic video image are taken 
into the bounding boxes, and an accuracy value between 0-1 and the name of the class 
associated with the vehicle detected on the bounding boxes is added. The original 
version of the traffic video image is preserved and the vehicle classification process 
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is carried out. After the traffic video image is divided into frames and processed, a 
new video image is obtained by combining it again.

3. Findings and Discussion 
During the application, a number is assigned to the classified vehicle and remained 
defined until the identified vehicle is displayed. Different numbers are defined for 
each vehicle on the application. In the software, the classification of the vehicles is 
defined with frames of different colors. The determined type of the defined vehicle 
and the calculated accuracy rate are located in the upper left part of the frames.

Table 1. Colors and Shades Used in The Application
Vehicle Type Color Red Green Blue
Car Blue 88 218 245
Truck Purple 180 154 188
Motorbike Red 255 97 0
Bus Orange 249 107 44
Numbers Green 15 246 17
Writting Tone Yellow 255 255 0
Paint Tone Orange 255 127 39

Different colors are used in the classification of the vehicles while working with the 
video in the application. These colors are given in table 1 with their color codes. In the 
classification process, the colors that make up the colors of the frames are determined 
as “Blue” for the car, “Purple” for the truck, “Red” for the motorcycle and “Orange” 
for the bus. Tests are carried out using traffic videos obtained from different location 
information, and the obtained results revealed the accuracy and effect on the topics in 
the literature with YOLO using the structure of convolutional neural networks. The 
algorithm used has an open source structure and the convolutional neural network 
structure is flexible.

The designed system has been tested on a 6GB GTX 1060 GPU. The videos taken 
within the scope of the application are recorded with a 16 MP resolution camera. 
License plates, advertisements and human faces in the screenshots taken from 
the applications are painted with orange color in order to protect personal data. 
Applications using the Darknet YOLO algorithm have been tested in seven different 
locations in Istanbul. Screen shots of the application are given on the metrobus route, 
intersections, tunnel exits and joining roads. Figure 4- (a) and (b) 25s and 60s on first 
video, (c) second video 31s, (d) third video 30s, (e) fourth video 30s, (f) fifth video 
30s, (g) sixth video 61sec and (h) seventh video is 28sec views.
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Fig. 4. Images of Applications on Traffic Video Images
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4. Conclusions and Recommendations
In this study, a study is conducted to classify vehicles in urban and extra-urban 
roads in city systems using the YOLO algorithm, which has a convolutional neural 
network structure of the Darknet library. Vehicle classification process is carried out 
using traffic videos. The success criteria of the sources consisting of videos with 
different file lengths and recording times are given in Table 2 and Table 3. In Table 
2, the identification rates of the vehicles classified in the system are given in the tests. 
Results are given in percentage (%) with minimum and maximum accuracy values.

Table 2. Accuracy results

Video No.
Vehicle List

Truck Bus Motorbike Car

Video 1 50%-90% 79%-91% 50%-80% 75%-99%

Video 2 66%-95% 61%-80% 57%-92% 73%-98%

Video 3 90% 64% 77%-89% 76%-95%

Video 4 69%-85% - - 72%-99%

Video 5 71%-89% 64%-92% 91% 88%-89%

Video 6 60%-90% 64%-98% - 75%-99%

Video 7 - 90% 90% 70%-99%

When the accuracy estimates given in Table 2 are analyzed within the system, 
errors are detected in the “Bus” and “Truck” classifications on “video 3” and “Bus” 
classifications on “video 7”. It is determined that the most important error occurred 
is due to the lack of “Bus” and “Truck” data, which are among the vehicle types 
in the data set used. To correct these errors, different bus and truck images should 
be tagged in the data set and the model should be retrained. The total number of 
vehicles classified in the application is given in table 3.
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Table 3. Application results

Video No. Vehicle List Video Length 
(Seconds)Truck Bus Motorbike Car 

Video 1 10 11 3 316 60
Video 2 9 4 2 175 31
Video 3 6 2 5 109 31
Video 4 1 0 0 60 30
Video 5 2 3 1 110 31
Video 6 2 2 0 22 61
Video 7 0 1 2 34 31

In this developed application, the attributes of the vehicle classes are used in the coco 
data set. In this way, the estimation rate in the vehicle classification process carried 
out in the study is increased. With the measurements made within the experiments 
using the method followed in the study, 78.75% success rate and 21.25% error rate in 
the truck class, 78.08% success rate and 21.92% error rate in the bus class, 80.70% 
success rate in the motorcycle class and 19 30% error rate, 86.21% success rate and 
13.79% error rate in the car class are measured. While determining the success and 
error results within the scope of the study, it is calculated by taking the average of 
the values on table 2 and table 3.

With the method developed in our study, the number and type of vehicles passing 
through certain roads can be determined, and information on how often the road 
maintenance services of highways and municipalities will be performed. In order 
to increase the classification accuracy of vehicles in subsequent studies, it should 
be ensured that vehicles with subclasses such as minibuses and vans are included 
in the data set. This addition can be added to the YOLO algorithm, which enables 
the training of the data set to make more precise classifications. Real-time imaging 
systems can be used instead of pre-recorded traffic videos. In order to classify 
the vehicles in the images taken from the cameras, operations can be performed 
with high-spec computers. With the license plate recognition application that can 
be integrated into vehicles belonging to the specified class using real-time images, 
control can be provided on urban and extra-urban roads.
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Abstract
The scientific work contains the researches for elaboration of Cyber-Physical 
System for protection of interests and rights of consumers. Artificial Intelligence on 
a Cyber-Physical System platform are a new trend in the development in the area 
of intelligent systems and technologies. More recently, a lot of research activities 
have been dedicated to the fields of mobile ad hoc network and wireless sensor 
networks. The cyber physical system and Internet of Things today has emerged as a 
promising direction to enrich the interactions between physical and virtual worlds. 
For making a decision reliable on-line information is necessary. The results of 
researches demonstrate how Cyber-Physical System by using of mobile applications 
exploit the physical information collected to identify important research challenges 
related to elaboration of optimal intelligent methods and instruments for consumer 
protection. On the Artificial Intelligence platform, we have developed the new model 
of intelligent systems for consumer protection. In the course of the research, statistical 
models Markov chains and Bernoulli compliance control were developed and tested. 
The creation of a cloud Internet of Things cyber-physical platform is a link between 
the physical and virtual world when using mobile e-application in smartphones. As 
a result, the consumer has a complete set of operational cyber physical and legal 
information, including information on product safety, food additives, origin of the 
product, traceability etc., which will enable consumers to independently secure their 
legal rights to a safe existence.

Keywords: Internet of Things, Cyber - Physical Systems, consumer protection, 
intelligent sensors, mobile applications.
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1. Introduction
A key tool to ensure the flow of information to enabling swift reaction when risks 
to public health are detected in the food chain is RASFF – the Rapid Alert System 
for Food and Feed. The RASFF was put in place to provide food and feed control 
authorities with an effective tool to exchange information about measures taken 
responding to serious risks detected in relation to food or feed [1-3]. 
Connecting to corporate data, information resources, both internal and external, is 
the basis for digitalization of products and services of enterprises and institutions, 
and connecting users interested in the service to information sources and to each 
other is the basis for digital transformation. Such a comprehensive view of the 
changes taking place in the business, in management of large organizational systems 
and consumer protection bodies helps to harness new ideas and opportunities for 
protection of consumers through the universal digital transformation of goods and 
services. 

The focus of the computing industry is gradually shifting towards AI, which is 
becoming the centrepiece of generating new value not only for business and 
management, but also for protecting consumer interests. This situation creates 
the necessity to draw a clear boundary between hardware and software to adapt 
technological and computing capabilities to various data processing requirements 
and to integration in IoT-CPS and Android App [4]. 

Artificial Intelligence (AI) creates new opportunities for production, management, 
control and business. In the digital world of continuous transformations, literally 
everything is subject to change. Also, even Internet of Things, which covers critical 
production and business processes with sensors, changes the traditional understanding. 
The IoT typically includes four main functional - operational components: sensing 
devices, connectivity, data processing and user interface (Fig.1).
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Fig. 1. The IoT scheme for the testing market [adapted from 4]

The model-based approach that we take here and taken in previous studies [5-7] 
represents different experimental and analytical methods for obtaining valuable 
perspective on the genesis and characteristics of global evolution trends in the area 
of consumer protection by means of IT technologies and AI testers. The primary 
strength of received data is its ability to precisely capture local conditions, but even 
the best-available experimental data have limitations, uncertainties, and potential 
unobserved biases (for example, due to observational procedures, instrumentation 
type, or siting), as well as highly incomplete spatiotemporal coverage.  In contrast, 
reanalysis products and high-resolution regional models satisfy the need for 
spatiotemporal continuity and consistency and allow analysis of additional variables, 
but often underestimate extremes and local uncertainties factors. 

The current stage of digitalization, through which the whole world passes, requires 
new methods for implementing digitalization. Today’s universal connectivity is a 
fundamental thing that, in fact, changes everything in the usual IT. Network evolution 
from 1G to 5G opens a new era in which absolutely all things will be interconnected.  
In the future automation testing market will grow thanks to advisory and consulting 
service, planning and consumer service, IoT and CPS support and maintenance, 
documentation and training, implementation and management, Fig.2.
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Fig. 2. The Growth of Global Automation Testing Market (a) and Logicor AFM 
Tester “Artificial Tongue” (b), [7].

In this work we demonstrate that efforts of better understanding the possibilities of 
consumers’ protection would benefit from further close examination, and improved 
integration, of experimental data to alleviate model shortcomings - especially in real 
situations where primary data can vary markedly real data. Therefore, a new IoT-
CPS modelling–based approaches are fundamentally complementary. It is of utmost 
importance to design new generation conformity control methods and devices 
with the application of fractal method, which can effectively work under changing 
peculiarities operation as well as to adopt themselves to consumer’s intellect and to 
bionic stochastic processes with incompletely systemized parameters and partially 
formalized requirements in real conditions [7].       

The product’s properties and registering results of the research, which have to be 
fixed by means of different measuring devices, can be so significantly different 
that there can be no essence at all in the indications of the measuring device.  The 
advantage of IoT-CPS for the protection of consumers is that instead of a set of 
crude information, the complex of qualitative knowledge is used. From the practical 
consumer experience, it is known that not deeply enough processed information 
rather misinforms, disorientates than informs consumers about risks or defects of the 
tested products. 

a) b)
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On the IoT-CPS platform we have developed the new model of intelligent 
conformity control systems for consumer protection by means of using AT and 
mobile applications. Similar systems implemented on other physical, analytical and 
programmatic principles are under development, updating and practical testing. For 
example, EWG’s Healthy Living System built consumer IoT guides to help to learn 
about the hidden health dangers in food, water and everyday products to make better 
decisions.

For example, since 2004, EWG’s Skin Deep® cosmetic IoT database has helped 
people protect themselves from potentially toxic chemicals in personal care and 
beauty products. Dirty Dozen™ IoT EWG’s 2021 Shopper’s Guide Database 
provides insight into Pesticides in Produce™, Tap Water Database provides insight 
into pollutants in local water resources, [9,10], Fig.3.

Fig. 3. Mobile applications «ProdCat» and EWG’s Health Living System on the 
IoT- CPS platform 

2. Methods and Instruments
Methods of identifying the properties of products on the IoT-CPS platform. The 
functional structure of Internet of Things (IoT) includes sensing device, connectivity, 
data processing and user interface. A simple form of visualization and presenting 
ready-to-use knowledge about the properties of the product is very convenient for 
the protection of consumers. In addition, the geometry images of the conformity 
created based on cyber-physical platform using physic, metrical and mathematical 
models contain parameters and main elements of self-similarity and fractality of 
tested products. Therefore, an elaboration of the library of the standard geometric 
images automatically lets us recognize and compare different samples of the product 
being tested. This methodology gives the additional capabilities for automatic 
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analysis of product quality using primary sensing devices on the IoT-CPS platform.   
As the preliminary step of identification, the physic -metrical models of a tested 
product can be interpreted by using the mathematical and statistical models. During 
the research, statistical models Markov chains and Bernoulli compliance control 
were developed and tested. The research of the stochastic matrix in the task of 
conformity control is based on the mathematical model of Markov chain of the set 
of measurements of the parameters of the tested product. During conformity control 
experiments, a certain matrix of critical frequencies of the product quality benchmark 
and the obtained product quality indicators is calculated. Such a matrix is created for 
each product sample. In the following, the probability of compliance of the quality 
parameters for each product assesses standards (sample, benchmark), risk of quality 
deviation or non-compliance.

The applied sensing methods and instruments for the IoT-CPS platform can be 
E-tongue - potentiometric sensors, measurements of conductivity, volt - ampere 
- ohm metric, optical sensors, biosensors, AFM-resonance.  E-nose: conductivity 
sensors - MOSFET (metal-oxide-silicon field effect transistor), CP (conducting 
polymer).  Piezoelectric sensors - QMB (quartz crystal microbalance, SAW (surface 
acoustic wave), optical sensors. The “Artificial Tongue” (AT) device is an electronic 
intelligent instrument, which consists of data acquisition and data analysis systems. 
Analysts expect that as regulations pertaining to food and agricultural products 
testing continue to be adopted, the shift towards rapid nonconformity assessment 
methods will continue. These standards are commonly referred to as commodity 
standards or standards of identity.

At the preliminary stage various statistical methods were used to create a library of 
standard images and to identify the inconsistency of the tested samples of standard 
metric image of the product [5]. In this work, the principal component analysis 
(PCA) method has been used, for recognition of unknown sample, discrimination 
and identification discrimination factorial analysis (DFA) method was used, for 
quality control against reference good product and “good-bad” modelling the SIMCA 
method as soft independent modelling of class analogy, as well as the least square 
(PLS) method has been used.  

Based on the preliminary studies, the new identification method based on Markov 
stochastic matrix has been proposed. Markov stochastic matrix property is such 
that the conditional probability distribution of the state in the future, given the state 
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of the process currently and in the past, is the same distribution as one given the 
current state.   In other words, the past states carry no information about future 
states. For learning procedure IoT-CPS beforehand ask from expert qualitative 
knowledge about the main physical property of agricultural products. For use of IoT-
CPS technology it is beforehand necessary to create a “info-quarks” library for the 
automatic comparison of standard geometrical images with real physical-metrical 
images of tested product (Fig.4).

Fig.4. CD (“Schadbildkatalog”, BMVEL) and Logicor (LLU) fractal “info-quark” 
metrical images for the catalogue of CPS-IoT library 

3. Results and Discussion 
The fundamental purpose of a quality control program is to acquire dependable 
information on all the attributes of a product, which affect its quality. The quality 
of a fruit and vegetables often is not a linear combination of all measurable quality 
parameters. This presents a major problem as to how these measurements should 
be combined into quality indices and grading decisions. The quality of fruits and 
vegetables is a combination of numerous parameters such as: firmness, acidity, 
aroma, colour, colour uniformity, bruises, scars, cuts, and presence of soil, size, 
shape, and insects’ diseases. 
The main sensible parameters are specific to the individual fruit and vegetable. Thus, 
the concept of this work is to develop a system that can classify fruits based upon 
several of these parameters by using sensor data acquisition. Despite the numerous 
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techniques developed for non-destructive evaluation of the quality, for example, of 
fruits and vegetables, quality sorting is still primarily based on manual decisions and 
hand labour. 

The experimental research proved that quality and conformity control of agricultural 
products can be determined by using fractal conformity method Logicor and 
intelligent sensor “artificial tongue” on the IoT-CPS platform. The research was 
mainly focused on developing the classification algorithms. The sensor system that 
utilizes the imaging system, impact sensor, sensor of electro-conductivity constant 
and alternating current, electronic chronometer for determination of relaxation time 
– Trel, as well as the ultrasonic sensor, gauge for measuring an electrical resistance 
Ra, force gauge and “artificial tongue” device (Fig.5). 

Fig.5. Results of the researches of physical properties for the CPS-IoT platform

Techniques and criteria for choosing the training sets for the classifier have also been 
developed. A middle training set, in total about 70 dates was required to achieve 
good conformity classification (93%), Fig.6. The results of calculation are shown in 
Table 1.
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Table 1. The results of calculation the Markov’ matrix

Codes name of 
tested samples

C1 C2 C3 C4

0 0 3 2325 612
1 0 2 1633 418
3 0 2 1112 396
4 0 2 962 381

In columns c1 are shown: the results of the conformity control (0 - the conformity 
of the sample was established); c2 - the total number of files containing the sample 
encoded a priori data. Column c3 contains the total number of coded metric symbols 
of the sample that belong to F (gi, j), that is, c3 = Σj │F (gi, j) │. 

Column c4 contains the number of coded metric symbols belonging to F (yi), that is, 
c4 = │F (yi) │.  The row of the table column c1, j - contains the rank of the number 
Lj (F (yj)), which is between the numbers {Li (F (yj)) │i = 0, 1, 2, 3}. By the term 
“rank” we mean the number Lj (F (yj)) between the numbers {Li (F (yj)) │ i = 0, 1, 2, 
3}, arranged in ascending order. Let’s place the matrix in rows j = 0, 1, 2, 3 by four 
numbers in each Lj (F (yj)) / │ F (yj) │, i = 0, 1, 2, 3.

The searched values of column c1 are located on the diagonal of the stochastic 
R-matrix. According to t (x) = argmin i = 0, ..., n – 1 Li (x) we can conclude that t (F (yj)) 
= j only when the rank Lj (F (yj)) /│F (yj)│between the numbers {Li (F (yj)) /│F (yj) 
│, i = 0,1,2,3} is equal to 0. The rank of Li numbers can be defined for each data row:

So, if in any row in the column of Table 1 c1 occurs 0, then the compliance check 
pattern is successfully identified. Table 1 shows that all product control samples 
were found to be compliant. On the Fig.6 we demonstrate the results of ANN tests by 
means of BPM and Logicor classification method with using correction algorithm.
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 for the IoT-CPS platform 
 

The results of experiments confirmed the advantages of the Markov chain mathematical model 
compared to the Bernoulli method, because the Markov model contains many more CPS 
parameters. The statistical modelling experiment based on the CPS platform are confirmed the 
hypothesis, in the experiments 88% vegetable and 93% fruit samples were unambiguously 
identified. Techniques and criteria for selecting training sets for the classifier were developed. 
A middle training set, in total about 200 dates, was needed to achieve good classification. A 
positive feature of the proposed concept is the development of a library of metric images using 
the Markov stochastic matrix and a more advanced classification and correction algorithm.    

The EU RASFF system cannot be considered as a safe consumer protection instrument, as it 
ignores individual and regional conditions. Food has the greatest impact on human life and 
health, so special attention is required to address consumer protection opportunities through 
CPS-IoT and mobile application technologies. The consumers must be aware that no state 
controlling or supervisory institution will solve his problems. Only the consumer's own 
knowledge and ability to defend themselves with IoT, CPS and mobile application technologies 
help to build an intelligent relationship between the consumer, the manufacturer and the 
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Fig 6. The results of tests BPM and Logicor-AFM classification and correction 
algorithms for the IoT-CPS platform

The results of experiments confirmed the advantages of the Markov chain 
mathematical model compared to the Bernoulli method, because the Markov model 
contains many more CPS parameters. The statistical modelling experiment based on 
the CPS platform are confirmed the hypothesis, in the experiments 88% vegetable 
and 93% fruit samples were unambiguously identified. Techniques and criteria for 
selecting training sets for the classifier were developed. A middle training set, in total 
about 200 dates, was needed to achieve good classification. A positive feature of the 
proposed concept is the development of a library of metric images using the Markov 
stochastic matrix and a more advanced classification and correction algorithm.   

The EU RASFF system cannot be considered as a safe consumer protection 
instrument, as it ignores individual and regional conditions. Food has the greatest 
impact on human life and health, so special attention is required to address consumer 
protection opportunities through CPS-IoT and mobile application technologies. The 
consumers must be aware that no state controlling or supervisory institution will 
solve his problems. Only the consumer’s own knowledge and ability to defend 
themselves with IoT, CPS and mobile application technologies help to build an 
intelligent relationship between the consumer, the manufacturer and the business. 
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On Fig.7 an example of the elaborated standard metrical images for the IoT-CPS 
platform is shown.

   

 Fig.7. Standard fractal metrical images for the catalogue of library the IoT-
CPS platform (example for artificial tongue Logicor AFM, F=5 kHz, A=0,5 

dB, T=22oC, where a-potato “Mutageni”, b - potato “Sarmite”, c - deviation of 
standard image “Mutageni”, d - apple “Merrigold” is shown).

4. Conclusions
The creation of a cloud IoT cyber-physical platform for consumer protection is a 
link between the physical and virtual world when using mobile e-application in 
smartphones. As a result, the consumer has a complete set of operational cyber physical 
and legal information, including information on product safety, food additives, origin 
of the product, traceability etc., which will enable consumers to independently secure 
their legal rights to a safe existence.
Market analysis of possibilities for the development of IoT-СPS has demonstrated 
that the automation testing market will grow thanks to advisory and consulting 
service, planning and consumer service, support and maintenance, documentation 
and training, implementation and management. 

A new IoT-CPS consumer’s protection AI technology has been developed based 
on results of experimental research and modelling “of intellect of the consumer”. 
Interrogations show positive consumer and business opinions to the new possibility 
for protection of their rights and interests.

The IoT-CPS traceability AI system can also further serve as an additional essence that 
provides consumer and government sectors enabling both to improve its performance.  

a) b) c) d)
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Abstract
Studies in the field of health have also changed with the developing technology. These 
changes have also affected the biosensors used in patient treatment and diagnosis. 
Biosensors are now common in biomedical diagnosis and a wide variety of other 
applications, such as point-of-care monitoring of treatment and disease development, 
environmental monitoring, food safety, drug discovery, forensics and biomedical 
science. Biosensors have been developed by paying attention to the expectations of 
authorized healthcare professionals in diagnosis and treatment and to be innovative 
for the patient. For this, the use of artificial intelligence has given the most accurate 
result of using biosensors. A perfect combination of increased computer processing 
speed, larger data collection data libraries, and a large AI talent pool has enabled 
rapid development of AI tools and technology, also within healthcare. Biosensors 
created using artificial intelligence have given the user the opportunity to use various 
fields. The aim of this study is to show readers both in which field biosensors can be 
used in artificial intelligence applications and the results obtained within these uses. 
In this context, we recommend the more widespread and active use of biosensors 
obtained by artificial intelligence applications to facilitate the lives of users and to 
obtain fast and accurate data in diagnosis and treatments.

Keywords: Artificial Intelligence (AI), Biosensors, Nanomaterials, Internet of 
Things (IoT), Cardiovascular Disease (CVD).
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1. Introduction
Biosensor is the word that the biological sensor is abbreviated and written together. 
Definition of electronically operating biosensors. They are analytical devices 
that show selective properties against biological samples in the environment and 
convert the structure and density information of the samples into measurable and 
processable electrical signals. A biosensor; It is used in the detection of biological 
and chemical substances by converting the chemical, biological or biochemical 
signal into an electrical signal that can be measured and processed with the converter 
in its structure. Biosensors generally cover a wide range from the clinic to the 
agricultural field and the food industry. Basic properties of biosensors; stability, cost, 
precision and repeatability [1][2]. From the traditional point of view, depending on 
the type of transducer units, biosensors can be classified as bioelectrode sensors, 
semiconductor biosensors, thermal biosensors, photo biosensors, and piezoelectric 
crystal biosensors. 
To give examples of some biosensor types and features; Bio-electrode sensors (BES) 
are an emerging technology for water quality monitoring. It enables tracking of 
the user’s metabolic activity in a microbial culture. An anode / cathode pair with a 
resistor between them is the basic architecture of a BES device. The organic material 
is oxidized in the waste water by exo-electrogenic microbes on the anode and 
electrons are transferred through the circuit to the cathode. The protons (H+) formed 
at the anode migrate to the cathode, forming a full electrical circuit, to recombine 
with electrons passing through the circuit. Electrons are measured and registered 
traveling along the resistance. Due to their flexibility in chemical and electrochemical 
behavior, organic semiconductors can be used in the field of bioelectrochemistry.

Using organic synthesis for use in cell stimulating, renewable energy production and 
biosensors, these materials have been modified. Ultimately, biosensors work on the 
basis of a physical, optical or electrochemical alteration in the active material as the 
desired analyte is encountered. In a redox process, the analyte either interacts directly 
with the semiconductor material or undergoes a redox process with a component 
such as an enzyme added to the material of the semiconductor. The electrochemical 
signal is then expressed through the material of the semiconductor [3]. 

In a biochemical reaction, thermal biosensors calculate the heat energy emitted or 
consumed. We can detect organic pollutants in waste water by using COD. COD 
is abbreviated as Chemical Oxygen Demand. It is known as the amount of oxygen 
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equivalents absorbed by strong oxidation agents during the organic oxidation of 
pollutants. During this oxidation, this thermal biosensor tests the heat released. Flow 
injection analysis is used [4].

Photoelectrochemical (PEC) under light illumination and applied potential is used to 
transform chemical energy into electricity. Due to its capacity to detect biomolecules 
by photocurrent derived from biomolecule oxidation, PEC biosensing [5] has 
attracted great interest. 

Piezoelectric biosensors are a group of analytical instruments that function 
on the theory of capturing affinity interactions. Due to a mass bound on the 
piezoelectric crystal floor, a piezoelectric platform or piezoelectric crystal is a 
sensor component operating on the theory of shift in oscillations. Piezoelectricity 
is a physical phenomenon which refers to a material’s ability to generate voltage 
when mechanically stressed. When the voltage alternates, the voltage administered 
to the surface of a piezoelectric material induces mechanical tension or oscillation 
[6]. Depending on the type of recognition elements, biosensors can be divided into 
enzyme sensors, nucleic acid sensors, microbial sensors, cell sensors, tissue sensors 
and immunosensors. Depending on the type of recognition elements, biosensors can 
be classified as biosensors, metabotropic biosensors and catalytic biosensors [7-8].

Artificial intelligence (AI) is a branch of computer science that studies the properties 
of intelligence by synthesizing intelligence. AI refers to systems or machines that 
imitate human intelligence to perform tasks and can recursively improve themselves 
based on the information they gather.  Artificial Intelligence is about super-powered 
thinking and data analysis capability and process rather than any particular form or 
function. Artificial intelligence can be used in various fields, such as; health analysis 
and patient care, voice assistants, communication, information management. As one 
of the most important categories among them, biosensors have experienced a long 
development from classic electrochemical biosensors to wearable and implantable 
biosensors, and have been widely applied in food security, healthcare, disease 
diagnosis, environmental monitoring and biosafety [9-12].

The basic architecture of AI-biosensors is composed of three main elements: 
information collection, signal conversion and AI data processing. Information 
gathering refers to a group of biosensors for continuous monitoring of physical, 
chemical, biological, environmental or identity information. The signal conversion 
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system converts the information from the data collection area into an electrical 
output signal with a defined sensitivity. Artificial intelligence data processing; can 
be grouped into interface, data classification, data model and analysis, and decision 
layer.

2. AI Biosensor Applications 
Recently, biosensing has started a new phase due to the incentive and application 
of concepts such as big health, Internet of Things (IoT) and big data. Developing 
wearable biosensors aim to overcome the limitations of central, delicate healthcare 
by giving individuals an idea of their physical dynamics. Integration of artificial 
intelligence (AI) approaches with biosensors, including pattern analysis and 
classification algorithms, can bridge the gap between data collection and analysis 
and provide improved diagnostic and treatment accuracy [13].
Biosensors also make use of nanomaterials in wearable biosensors and other sensors. 
Nanomaterials have important properties in biosensors, by increasing the sensitivity 
of the biosensor, it can lead to changes in optical, thermal, magnetic and mechanical 
properties, which are particularly suitable for the study of biological processes 
in living cells and the development of major diseases [14]. At the molecular or 
subatomic level, nanotechnology is the study of materials. This entails particle 
processing smaller than 100 nanometers (one nanometer is one billionth of a meter) 
and the technology requires the creation of materials or structures that are invisible 
to the human eye and sometimes hundreds of times thinner than the width of human 
hair. When reduced to the nanoscale, the mechanics and chemistry of materials are 
drastically different; they have multiple powers, conductivity and reactivity, and 
leveraging this could revolutionize medicine. 

A big problem in modern medicine, for instance, is that the body can not digest the full 
dosage of the medication offered to a patient. Scientists can ensure that medications 
are administered to particular locations in the body with greater specificity using 
nanotechnology, and the drugs can be designed such that the active ingredient 
permeates cell membranes faster, minimizing the dosage needed [15].

Nanocoatings, which improve biocompatibility and thus facilitate integration with the 
surrounding tissues of a variety of medical implants, are one of the most significant 
forms of nanotechnological applications. Examples are applicable in cardiology 
(stent coating), orthopedics (joint replacement implant coating) and dentistry (dental 
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implants). In addition, nanomaterials’ antimicrobial properties are used in coatings, 
as well as in wound care and surgical textiles.  A multitude of uses for nanotechnology 
are unique to oncology. Examples include screening methods used in the early 
diagnosis of cancer and instruments used to recognize tumor or metastasis borders 
during surgical procedures. The effect of therapies such as chemotherapy or radiation 
therapy can either be improved by nanomaterials by locally increased temperatures, 
or they can destroy tumor cells directly at high temperatures [16].

Wearable biosensors are biosensors that are combined with artificial intelligence and 
made available to everyone in daily life. It provides various biofeedbacks to the user 
while doing sports, resting, eating or even sleeping on smartphones, smart watches, 
in other words, many devices that people use in their daily lives. Due to the growing 
consumer desire for health and fitness awareness, and many other factors such as the 
rapid development of material technology, the prevalent use of smartphones and the 
popularity of internet technology, wearable biosensors have attracted great attention. 
At the same time, portable biosensors make it possible to monitor continuously and 
are easy to operate and transport. 

By combining artificial intelligence with various IoTs, we can benefit from the 
following applications; measure and monitors pulse (HR), motions sensors 
(accelerometer and gyroscope), the health app measures body mass index (BMI), 
basal metabolic rate (BMR), measures the level of stress and the peripheral oxygen 
saturation (SpO2), measuring and monitoring daily activity levels (counting steps, 
heart beats, calories consumed daily, water consumption) etc [17]. We can give an 
example from some research using the various applications of wearable biosensors 
described above.

Researchers discussed the effect of artificial intelligence on higher education teaching 
and learning and the benefits of new technology. They also introduced the concept 
and implementation of a fully mobile method of biofeedback, directed by a trained 
mentor, using a smartwatch for teaching personalized people while living in natural 
behaviors. These experiments have been used to observe the impact of wearable 
biosensors on consumers. Research has shown that consumers can also use the 
intelligent watch that can be used for Education 4.0 to acquire some info. The results 
of the tests are that sensor knowledge from wearable devices such as accelerometer, 
gyroscope, motion, pedometer, heart rate calories, NFC and Bluetooth can be used 
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for Education 4.0 [18]. The “IoT for Education 4.0” system can evaluate students’ 
bio signals in real time to monitor their behavior and progress, without distracting 
them during learning activities. According to the results of the research using smart 
phones and smart watches, wearable devices can be evaluated as “easy to use”. In 
this context, increasing the use of wearable devices both for students with a single 
research group and for many research groups allows the necessary information to be 
quickly uploaded to the system and examined by professionals. These data can also 
increase the quality of life of research groups and users in the future [19].

To give another example of usage areas of wearable sensors; Google patented the 
use of always-on optical sensors in locations such as bathrooms in November 2016 
to collect cardiovascular function data. To see if blood flow has been dispersed, the 
sensors detect variations in skin colors. These sensors can passively provide blood 
flow data any time a person walks into the bathroom to brush their teeth or wash 
their hands. Embedded in everyday objects, optical sensors could provide access to 
cardiovascular activity and help users improve health. We see that in 2019, smart 
home-based healthcare technology will enter the market [20].

The joint use of artificial intelligence and biosensors is also used in cardiac health 
care area. Cardiovascular diseases(CVDs) and stroke are at the top causing death 
globally. Early and quick diagnosis is crucial for succesful prognosis of CVD and 
stroke. Ideal biosensor can play a vital role in the timely and accurate diagnosis of 
CVD, to spare numerous lives, particularly for the patients enduring the herat attack. 
The point of care (POC), which is carried out close to the patient’s ambience for 
diagnostic purposes, can be summarized as a fast, cheap and effective process. The 
integration of biosensors with Bluetooth, Wi-Fi and GPS wireless features as shown 
in Fig. 1 enables communication between the professional health expert and patient 
care at home [21]. 
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Fig. 1. Artificial Intelligence with Futuristic Biosensor [21]

Biosensors can be used in the diagnosis and treatment of many diseases. It can also 
be used for MS disease, which is one of them. Multiple sclerosis (MS) is a disease 
that may affect the brain and spinal cord, causing a wide array of likely signs, 
including vision, movement of the arm or leg, sensation, or coordination issues. In 
MS, the accelerometer is the most widely used wearable tracker in researchers have 
focused, although many other sensor types, including gyroscopes and electrodermal 
sensors, have also been used. Several nanobiosensors, including those that track MS-
related micro-RNAs or protein biomarkers, are used in cerebrospinal fluid. In MS 
clinical study and practice, the considerations that will decide the implementation of 
biosensors include reliability, vulnerability to changes in operation, degree of risk to 
patient life or clinical workflow, cost and privacy ethics, and patient safety. Practical 
concerns include setting data quality and collection criteria for these instruments, as 
well as deciding the best sampling rates for multiple data types. Physicians would 
be most helpful in distributing the evaluated results in real-time. For data sharing, 
Bluetooth or other wireless communications are very important. With this data 
transfer method, information can be sent to authorized persons more quickly and 
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reliably. Since multi-sensor systems can provide complementary data for a richer 
representation of a particular motion or event, they will be useful in gaining wider 
information in the field of biosensing [22].

Scientists investigated the use of biosensors to detect the COVID-19 virus, which 
emerged at the end of 2019 and is still ongoing today. The biosensor collects the 
physical activities of the patient such as heart rhythm, body temperature, oxygen 
level, respiratory rate during sleep, eating and walking in partnership with the patient 
and mobile device, collects them in a cloud program and sends them to the relevant 
health institutions to ensure a rapid and supervised diagnosis and treatment period 
[23].

3. Conclusion
The aim of this study is to show how the increase of biosensors used with artificial 
intelligence applications in the field of health will provide convenience for both 
the authorized healthcare worker and the patient in diagnosis and treatment. The 
recommendation of the use of biosensors, which is planned for the recently observed 
COVID-19 disease, to ensure that patients’ symptoms are observed at home, can show 
how effective it can be for health technology to expand the use for other diseases 
and treatments. Especially recording the information through the results obtained 
using artificial intelligence and transferring it to the authorities quickly makes it 
easier. Could this data recording already allow for scientific developments for future 
studies? As technology and scientific studies continue, we can get answers to these 
and many other questions thanks to the method transferred in the study you are 
reading. As a result of this article, the readers have shown the time and knowledge 
gain of artificial intelligence through biosensors used in the field of health.
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Abstract 
Internal audit functions of companies are important in helping companies establish 
favorable public opinion. Auditors examine almost every aspect of companies and 
mentor top management teams in accordance with their findings. As the world is 
changing every day and technological developments affect every business area, the 
way that the companies perform their tasks and how they serve their customers is also 
changing. Customers expect faster and more capable products and services day by 
day. Companies are increasingly pressured to adapt newly-introduced technologies 
and practices that enhance customer experience. As the speed of both adoption and 
adaptation are increasingly becoming critical for survival, the internal audit functions 
of companies should also keep up with the dizzying pace of change to ensure the 
effective monitoring of the gamut of organizational operations. During the past 
decade, the terms ‘data science’, ‘machine learning’, and ‘artificial intelligence (AI)’ 
have become ubiquitous. Various technologies and practices related to these concepts 
have already begun making their mark in industries as varied as finance and health. 
Companies are seeking ways to integrate data science and artificial intelligence 
into their processes to benefit from advantages in speed, quality, efficiency, and 
effectiveness. Thus, internal audit functions should also consider how AI can change 
their company, as well as the risks involved in AI, and the most productive uses for 
AI in internal audit activities. In order to be successful in this important task, an 
internal audit function should have a good understanding of AI. Moreover, it should 
explore the correct ways of integrating AI to their activities so as to keep pace with 
this defining technological era.

Keywords: Internal audit, audit, artificial intelligence, machine learning, data 
science.
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1. Introduction
The concept of ‘internal audit’ came into view with the establishment of The Institute 
of Internal Auditors (IIA) in United States in 1941 [1]. It became a vital element for 
most of the companies from different sectors all over the world. It is a key function 
for organizations to gain a positive public opinion, because it provides an assurance 
that the organization has a sufficient system and its operations are accurate, efficient, 
timely and compliant. To do this, internal audit departments of the companies examine 
the whole system including risk management, governance and internal controls [2].
In big companies, internal audit function is conducted by separate departments, while 
in small ones it is conducted by internal auditors. No matter the size of the company, 
internal auditors should have well-organized audit plans because companies have 
complex structures. A wide variety of processes and operations requires that huge 
amounts of information flow through different departments. Auditing is an absolute 
necessity given such complexity in order to safeguard the organization from 
potential improper and/or fraudulent activities, which may cause material damage 
and reputation loss. As such, an internal audit function can only be effective to the 
extent that auditors are able to stay up-to-date with new applications, visions, and 
technologies that the companies use. It is within this context that the importance of 
‘Artificial Intelligence (AI)’ needs to be emphasized.

Computers have increasingly become an essential part of our lives since their 
widespread adoption began in the 1980s. But the immense processing power and the 
sheer volume of information accumulation it promised took an even more dramatic 
turn during the last decade, when a new generation of ‘Deep Learning’ models paved 
the way for rapid advances in Artificial Intelligence. Today, not only have the terms 
‘Artificial Intelligence’, ‘Big Data’, and ‘Deep Learning’ become commonplace, 
their impact on the ways in which companies operate and serve their customers 
was almost immediate. Such a rapid change in business practices underscores the 
importance and challenges of maintaining an informed and capable internal audit 
function.

In this research paper, the problems encountered by internal auditors, and the 
usefulness of AI for solving these problems are examined. Why and how internal 
auditors need to stay up-to-date with the pace of change are also discussed. Finally, 
some real-life examples of AI usage in internal audit are given for demonstrative 
purposes.
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2. How Artificial Intelligence Can Improve Internal Audit

2.1. Classical Approaches and Problems
In classical internal audit approaches, an annual audit plan is prepared at the begin-
ning of a year, and this plan is followed by the audit department—with the exception 
of unexpected situations. Deciding which areas of organizational activity and related 
processes are more critical and possess high risk is very crucial in the audit plan 
phase. High risk areas should be audited more often and/or with more scrutiny in or-
der to constitute a risk-based audit system. Therefore, in the planning phase, risk as-
sessments are made for all existing processes, to classify them in terms of risk levels. 
The classical methodologies in risk assessment are mostly based on past experiences 
and historical data. This is widely regarded as a time-honoured, legitimate approach 
as auditors have traditionally been trained to familiarize themselves with the inner 
workings of their company and having a comprehensive top-to-bottom view of the 
whole organization. But as with all models, such an approach has its own blind spots. 
In the case of auditing, this often means not being able to identify newly-emerging 
risks generated as a by-product of the ongoing changes in a company’s practices.  
For example, in a company which has established new processes and operations, 
the internal audit function probably does not have any experience with these new 
processes, so an experience-based approach can be misleading.

On the other hand, elements that are subject to internal audit are include huge amounts 
of transactions, operations, documents, employees, etc. In the classical approaches, 
samples are taken and examined one by one to detect faulty and fraudulent operations 
or activities. When such a faulty or fraudulent operation is detected, it is reported to 
the supervisors of responsible employees so that actions can be taken as necessary. 
Sampling is a good method, especially if samples are created with effective methods 
like stratified sampling or cluster sampling. However, examining every single 
element in all samples is very time and resource consuming for both the internal 
audit department and the company.

One other issue with classical approaches is that a problem is usually detected long 
after it occurs, due to its retroactive nature. As operations and transactions are carried 
out in any given organization, a wide variety of forms and all manner of documents 
are prepared. As time goes on, all these are gathered and samples are prepared to 
be audited. Problems have already occurred by the time they are detected, at which 
point corrections are made, if possible. When corrections are not possible, it can 
often lead to financial or reputational damages for the company. 
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As an example of the three problems mentioned above, consider the hypothetical 
case of a national bank: XBank is a very large organization that has millions of 
customers, thousands of employees, hundreds of branches and tens of departments. 
All the units and departments in the bank have varying types of processes, 
operations, methodologies, documents, etc., all of which are subject to internal 
audit. For example, a branch is the place where XBank encounters its customers by 
servicing them with account openings, withdrawals, money transfers, bill payments, 
etc. On the other hand, the credit department decides which customers qualify for 
credit, while the accounting department is responsible for recording these credits in 
balance sheets. All these departments have separate but interrelated responsibilities. 
The Internal Audit Department of XBank should consider all such complexities 
during the planning phase. Based on their experience, the department probably has 
knowledge about which departments or branches pose more risk for the company. In 
addition, auditors also can establish support for their risk assessments using statistical 
methods based on past records. However, although they are reasonably capable 
in accounting for past activity using the established methods, auditors can easily 
miss newly emerging problems. After planning, internal auditors visit branches and 
departments to examine their activities within the scope of the samples that were 
collected. Trying to find problematic issues in samples is very time consuming for 
auditors because every item in the sample needs to be analysed, even if they are 
not faulty. Although an internal auditor at a branch can detect faulty transactions, 
corrections may not be possible after-the-fact. For example, a money transfer made 
to the wrong account number cannot be reversed. In such situations, the bank would 
have to reimburse the customer’s loss.

2.2. How to integrate AI applications to Internal Audit 
The term Artificial intelligence (AI) refers to the ability of computers to perform like 
human beings [3]. After the birth of the field in 1956, at a conference at Dartmouth 
College [4], AI became more and more popular across the world in almost every 
sector. The reason why it has gained such popularity may just be due to human 
curiosity or the hope that making computers do everything for us, will make the 
world a better place to live in. Regardless of the motivation, computers have become 
such an essential part of our lives that nowadays we can see the terms ‘Artificial 
Intelligence’, ‘Big Data’, ‘Deep Learning’ everywhere. This also affects the ways 
that companies operate and serve their customers. As the offerings, activities, and 
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processes of companies continue to change day by day, the internal audit function 
also has to change to remain effective.

According to a report from 2018 by the global consulting firm Protiviti, data analytics 
usage in internal audit departments was 76% for the Asia-Pacific region and Europe, 
and 63% for North America [5]. This shows that a big percentage of internal audit 
departments had already integrated data analytics into their activities a couple of 
years ago, which suggests that the numbers are probably higher today. As the very 
first step of AI is data analytics, we can say that utilizing AI is not rocket science, it 
is achievable and even there are some real-life examples of it.

We have hinted that the above-mentioned problems that are frequently encountered 
by internal audit departments, can be overcome by artificial intelligence, but how? 
From planning phase to reporting phase, all processes of internal audit can be 
integrated with data science and artificial intelligence to enhance them in terms of 
speed, quality, and efficiency.

Fig. 1. Example visualizations from MindBridge’s ‘AI Auditor’ [6].

Consider the risk assessment and planning phase, which constitutes the basis for 
internal audit activities. Past experiences are vital because they give internal auditors 
spot-on ideas about risky areas. However, the ones which have not been detected yet 
can be overlooked. Fortunately, thanks to the technological advancements in data 
science, operations, people, processes etc. that behave similarly can be distinguished 
from the less important data that exist in huge data universes. Therefore, if data 
science is incorporated into risk assessments, the problem of failing to notice some 
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risky, fraudulent and faulty elements can be addressed more effectively. Moreover, 
risk assessments and plans can be prepared by using artificial intelligence. It 
is impossible for auditors to simultaneously analyse everything and catch red 
flags. However, artificial intelligence can be used to analyse most processes in a 
company to detect anomalies and prepare audit plans based these. AI can be a very 
valuable tool in assisting internal auditors detect fraudulent activities or faulty 
applications. For example, the software platform ‘AI Auditor’ by MindBridge 
assists internal audit departments of companies by processing all transactions to 
look for anomalies and red flags—as well as assessing the risks related to these. 
The platform also creates reports and graphics that allow internal auditors to get 
new insights about the company’s activities. An example of such a visualization 
can be seen in Fig.1 [6].

Risk assessment and planning is the first step of internal audit. After planning, 
audit activities are conducted in every area included in the plans. At this step, 
recordings, documents, transactions, processes, etc. are analysed in a deeper sense 
to detect discrepancies. In classical approaches, internal auditors gather everything 
together and create samples to examine every item individually. Generally, there 
are huge amounts of data even in samples, resulting in time-consuming internal 
audits. Despite the large amount of resources that are often allocated to internal 
audit tasks, most audits detect only, a small number of errors and very rare 
fraudulent activities. Therefore, there is a need for questioning the efficiency of 
internal audit processes. Artificial intelligence can also be useful for examining 
documents, recordings, operations, and processes in detailed way. For example, 
‘AuditMap.ai’ is an AI-based solution that can read thousands of documents 
simultaneously to notice key ideas and cluster them for audit purposes [7]. Such 
AI-based methodologies can not only greatly reduce the time, effort, and resources 
allocated by the company, but also increase the efficiency of internal audits.

Internal audit has a retroactive nature. In other words, organizational processes 
often have shortcomings that inadvertently allow mistakes and fraudulent activities. 
Internal auditors can identify such activities only after they have occurred, which 
makes the internal audit process retroactive. Although this traditional approach 
has proven to be useful in finding and correcting discrepancies, internal auditors 
have been increasingly becoming aware of the fact that instead of detecting a fault, 
preventing its occurrence is a much more favourable alternative for companies. 
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Thus, if internal auditors were able to successfully predict the areas that are open 
to mistakes, they can also prevent them before happening. Artificial intelligence 
again becomes a key factor in such a paradigm shift. AI should be adopted for 
internal audit activities because it can be used to investigate past recordings 
of processes and find patterns of discrepancies, in turn leading to detection of 
processes which will most likely result in faults. At that point, internal auditors 
can work on these error-prone processes and explore the required internal controls 
that need to be adapted to these processes. As such, the auditing department will 
have data-driven, evidence-based, and actionable suggestions that they can present 
to the top management. In this way, not just the faults, but also the causes are 
detected, resulting in a proactive auditing process that significantly enhances the 
performance of the internal audit department.

Additionally, while internal audit departments are seeking ways to integrate AI 
applications into their activities, the companies themselves are also integrating AI 
to their every-day operations and processes. Therefore, internal auditors should 
know in the near future they have to become competent on auditing AI-based 
processes in their companies. AI is generated by humans, and like any other human-
built system, it is prone to biases and mistakes. Therefore, placing blind faith in 
AI systems can result in big mistakes. This is another reason why employing well-
trained auditors—who can also keep their knowledge current—is crucial for all 
organizations.

According to a survey conducted in December 2017 by ‘Tone at the Top’, a 
bimonthly newsletter published by Institute of Internal Auditors (IIA), 65% of the 
participants responded that internal audit departments of their companies did not 
integrate AI into their activities as shown in Fig.2 [8]. More strikingly, just 5% of 
respondents believed that their internal audit departments were either extensively 
or fully capable of artificial intelligence usage in their activities--which shows that 
AI did not have a big impact on internal auditing as recently as a couple of years 
ago. If this survey was conducted today, the results would be slightly better—but a 
much higher rate of adoption would be necessary for internal auditing practices to 
remain useful and relevant in today’s organizations.



ISTANBUL AYDIN UNIVERSITY PUBLICATIONS

224

Fig.2. Survey Results from Tone at the Top, December 2017 [ 8]

Although the survey results are not promising, managers of successful companies 
are aware of the need for change. To ensure the survival of their companies, they 
must do what is required. As the internal audit functions are the defence mechanism 
of the companies, they are the key to survival--but they have to be alert in today’s 
rapidly changing environments. If internal auditors fail to maintain a capable internal 
control and risk management system, then the company becomes open to the failures. 
Therefore, they should develop systems to continuously learn and retain appropriate 
levels of data science, machine learning and artificial intelligence knowledge to 
serve their companies.  

3. Conclusion
The world is rapidly changing in terms of technological improvements, and companies 
that fail to catch up with this changing era will disappear one by one. Internal audit 
is a critical function of a company especially in such changing environments, due 
to its capability in alerting top management in areas that pose a potential for failure. 
Thus, internal audit departments should have a sufficient knowledge of technological 
advancements in general and Artificial Intelligence in particular.
AI-integration can also be beneficial for the work of internal auditors. For example, 
manual processes, inefficient auditing practices, and retroactive structure can be 
eliminated by artificial intelligence. It goes without saying that keeping up with a 
dizzying array of technological improvements is easier-said-than-done. However, 
it is very clear that the companies, as well as their internal audit departments are 
aware of potential avenues of failure, so they look for ways to adapt to these changes. 
Moreover, there are real-life applications already in place to serve internal audit 
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functions of the companies. It is worth repeating that to be able fully benefit from 
these applications, internal auditors should have sufficient knowledge. Therefore, 
internal audit departments should take necessary steps to improve themselves to 
better serve their companies.

In conclusion, ‘change is good’ in a business area to the extent that companies are 
able find ways to adapt their existing structures and systems. Otherwise, they run 
the risk of failure and eventual extinction. Today, AI is one of the most popular 
technologies that the companies are keen on. As internal audit functions have key 
roles in the companies, they also have to catch up with AI.



ISTANBUL AYDIN UNIVERSITY PUBLICATIONS

226

References
[1] S.    Ramamoorti, Internal    auditing:    history, evolution, and    prospects, 1st 

edition. The Institute of Internal Auditors, 2003, pp.3-4.
[2] The Institute of Internal Auditors, Internal Auditing: Assurance, Insight, and 

Objectivity, https://na.theiia.org/about-ia/publicdocuments/pr-value_prop_bro-
fnl-lo.pdf. Accessed 11 December 2020.

[3] B. Copeland, “Artificial intelligence”. Encyclopaedia Britannica, 11 Aug. 2020, 
https://www.britannica.com/ technology/artificial-intelligence. Accessed 22 
January 2021.

[4] T. Lewis, A Brief Story of Artificial Intelligence, Live Science, 04 December 
2014, https://www.livescience.com/49007-history-of-artificial-intelligence.
html#:~:text=The%20beginnings%20of%20modern%20AI,%22artificial%20
intelligence% 22%20was%20coined. Accessed 22 January 2021.

[5] Consultancy.uk, Data analytics to become a game changer for internal audit, 25 
April 2018,  https://www.consultancy.uk/news/16863/data-analytics-to-become-
a-game-changer-for-internal-audit. Accessed 25 December 2020.

[6] G. Song, How AI and data can power an effective audit plan, https://www.
mindbridge.ai/blog/ai-data-power-audit-plan/. Accessed 18 January 2021.

[7] D. Shapiro, Artificial Intelligence for Internal Audit and Risk Management, 
Towards Data Science, 26 June 2020, https://towardsdatascience.com/artificial-
intelligence-for-internal-audit-and-risk-management-94e509129d49. Accessed 
05 December 2020.

[8] The Institute of Internal Auditors, Tone at the Top, 86: 4, February 2018, 
https://global.theiia.org/knowledge/Public%20 Documents / Tone-at-the-Top-
February-2018.pdf. Accessed 28 January 2021



PROCEEDINGS OF  INTERNATIONAL CONFERENCE ON  
AI AND BIG DATA IN ENGINEER ING APPLICATIONS

227

A Degradation Model to Predict the Remaining 
Useful Life of Bearings 

Erkan Caner Ozkat1

1Department of Mechanical Engineering, Faculty of Engineering & Architecture,  
Recep Tayyip Erdoğan University, Rize, Turkey,  

(ORCID: 0000-0003-0530-5439), 
 erkancaner.ozkat@erdogan.edu.tr 

Abstract
Bearings are widely used in the machinery industry. In particular, they undertake 
important functions at many critical points. Any failure in these parts causes the 
machine to stop and leads to unexpected production losses. These unplanned 
downtimes increase the costs. Therefore, the goal of predictive maintenance is to 
estimate the remaining useful life of critical machine parts, such as bearings. The main 
purpose of this study is to determine the machine health indicator from vibration data 
using machine learning methodology and then use the computed health indicator 
in the remaining useful life estimation of bearings. The steps required to compute 
the machine health indicator are listed as feature extraction, feature postprocessing, 
dimension reduction, and feature fusion. The vibration signal is collected in the time-
domain and is transformed to the frequency-domain using the Welch method. The 
traditional statistical indicators such as mean value, standard deviation, skewness, 
kurtosis, etc. are utilized to extract features in both domains. Monotonicity analysis 
is employed to select the most useful features, and they are fused into a single health 
indicator by the principal component analysis. An exponential degradation model for 
estimating remaining useful life is developed using the forecasting machine learning 
method. The proposed methodology is evaluated through a case study involving 
vibration measurements generated using a ball bearing signal simulator.

Keywords: Predictive maintenance, vibration analysis, machine learning, health 
indicator, bearing.
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1. Introduction
Current technological developments, increasing energy needs, changing and 
developing competitive conditions make maintenance activities, which constitute 
one of the main expenditure items of companies, even more important. Furthermore, 
production losses due to unexpected failures can hinder the implementation of 
production plans [1-3]. Today, the interruption of production even in minutes causes 
high costs. 
In the event of sudden and unexpected failures, maintenance and repair are time-
consuming and spare parts can be difficult to find, increasing costs. Although the 
maintenance activities after the failure is a kind of maintenance method, considering 
today’s conditions, the understanding of intervening the machine before the failure 
is more priority and this issue is becoming increasingly important in the machine 
industry [4-6]. 

Predictive Maintenance uses predictive tools to determine when maintenance 
actions are necessary. It is based on continuous monitoring of a machine or process 
integrity, allowing maintenance to be performed only when it is needed. Moreover, 
it allows the early detection of failures thanks to predictive tools based on historical 
data (e.g. machine learning techniques), integrity factors (e.g. visual aspects, wear, 
coloration different from original, among others), statistical inference methods, and 
engineering approaches [7,8].

Due to the development of technology in recent years, data obtained from 
temperature, pressure, lubricant, noise, and vibration sensors are used in many 
predictive maintenance activities. The decision as to which sensor data to use depends 
on both the type of problem to be investigated and the operating conditions of the 
machine. Bearings are widely used in rotating machines. The smooth operation of 
the machines is closely related to the healthy operation of the bearings. Damage to 
the bearings is one of the most important reasons that increase the level of vibration. 
The amount of vibration emitted by the bearings is used to determine their remaining 
useful life. In addition, it is possible to obtain information about the roughnesses 
that occur on the surface of the bearings by monitoring the vibrations. Bearings 
generally operate under harsh environmental conditions and are therefore subject to 
several types of faults. Advanced feature extraction algorithms need to be developed 
to effectively detect bearing failures and fully understand vibration behaviour. It is 
traditionally aimed to extract features from time-domain, frequency-domain, and 
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time-frequency-domain. In the literature, wavelet-energy spectrum, energy spectrum 
entropy, generalized gaussian density, envelope analysis methods have been widely 
used to determine the state of bearings in rotating machines [9].

One of the goals of predictive maintenance is to estimate the remaining useful life 
(RUL) of the machine [10, 11]. The health of a machine deteriorates over time from 
a healthy state to a faulty state. The RUL is defined as the reaming time from the 
current health to failure. Depending on the operation, this time can be represented 
in terms of hours, days, cycles, etc. In general, there are three common models to 
estimate the RUL: (i) survival model [12, 13]; when data only from the time of 
failure is known, (ii) degradation model [14, 15]; when failure data is not available, 
but a safety threshold that indicates failure is known, and (iii) similarity model [16-
18], when the complete history (from health state to failure) from similar machines 
is known.

The main purpose of this study is to determine RUL using a degradation model 
developed according to the computed health indicator. The time-domain features (root 
mean square, peak value, signal kurtosis, etc.) and the frequency-domain features 
(peak frequency, mean frequency, etc.) are extracted from raw vibration signals and 
are fused into a single health indicator. The model can detect the degradation trend 
and updates itself when a new observation becomes available.

The remainder of this paper is organized as follows: Section 2 reviews the data 
structure used in this paper. Section 3 presents each step in the proposed methodology. 
Section 4 presents the results. Section 5 provides conclusions of the work. 

2. Bearing Degradation Dataset
The vibration signals used in this study were obtained from a ball bearing signal 
simulator with a single point defect on the outer race of the bearing. The ball bearing 
was designed to operate at high speed and vibration signals were presented to the 
researchers as an open-source [19]. This vibration signal presented in Fig. 1a contains 
multiple segments of vibration signals for bearings simulated in different health 
conditions and each segment stores signals collected for 1 second at a sampling rate 
of 20 kHz. An outer race defect with a depth ranging from 3 mm to over 3 mm has 
been developed and is given in Fig. 1b.
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Fig.  1. a) Vibration Signal, b) Defect depth changes

3. Methodology
This study has two objectives: (i) to compute the health indicator, and (ii) to estimate 
the RUL. The necessary steps to compute the health indicator are listed as: (i) feature 
extraction, (ii) feature postprocessing, and (iii) dimension reduction and feature 
fusion. Having computed the health indictor, a degradation model will be trained to 
estimate the RUL using the computed health indictor. The next section deals with a 
detailed description of the proposed methodology.

3.1. Feature Extraction
Bearings often operate under harsh environmental conditions and are therefore 
subject to several types of faults. Therefore, a median filter is initially applied to 
the vibration signals collected in the time-domain to remove high-frequency noise 
components as well as to preserve useful information in the high frequencies. Then, 
they are transformed into different areas, primarily the frequency-domain, in order to 
extract error-sensitive features and obtain useful information. In this study, vibration 
signals are transformed from time-domain to frequency-domain using the Welch 
method. This method returns the power spectrum density (i.e. pxx) and cyclical 
frequency, (i.e. f) for a given vibration signal (i.e. x(k)), where x is the sampled 
vibration signal in time-domain and k is the sample index. 
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Statistical features are considered to be a simple but powerful tool, which characterize 
the change of a signal when faults occur. Table 1 presents a collection of statistical 
features and these are going to be extracted from the time-domain signal and the 
power spectrum density in frequency-domain for each sampled vibration signal. 
Furthermore, statistical features in time-domain are significantly divergent under the 
failure, and frequency-domain is mainly based on the study of the spectral analysis. 
Therefore, mean peak frequency is extracted from each segment of power spectrum 
density to distinguish healthy ball bearings from faulty ball bearings. 

Table 1. A collection of statistical features
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3.2. Feature Postprocessing
It is required to evaluate how well features correlate with the degradation pattern 
for a reliable RUL estimation. For this purpose, monotonicity is employed in this 
used to select the most appropriate features for RUL estimation. Monotonicity 
characterizes the trend of a feature as the system evolves toward failure. As a system 
gets progressively closer to failure, a suitable condition indicator has a monotonic 
positive or negative trend, which is defined as follows:

3.3. Dimension Reduction and Feature Fusion
This section focuses on fusing the useful features into a single health indicator. All 
useful features are in time series and they operate under different conditions. Before 
performing dimension reduction, it is a good practice to normalize the useful features 
to the same scale. Thus, z-score normalization is employed in this study. In the 
literature, principal component analysis (PCA) which is a statistical dimensionality 
reduction procedure has been widely used to transform a set of correlated input 
variables possibly into a set of linearly uncorrelated principal components. In 
addition, the first principal component is used as the health indicator [20].

3.4. Fit Degradation Model
The main purpose of this study is to estimate the RUL of a bearing. The term RUL 
refers to the expected lifetime of a system or a machine before it needs maintenance. 
A typical model that estimates the RUL is based on the time evolution of the health 
indicator and predicts the remaining time until the health indicator crosses some 
threshold value indicative of a fault condition. In this study, a degradation model is 
proposed to estimate the RUL for bearing running at high speed and constant load. 
The model considers the health indicator, in other words, the computed first principal 
component, as a time series; and hence, the first 200 values are employed to develop 
an initial time series model, then once 10 new values are available, use the last 100 
values to update the time series model. The updated time series model is used to 
compute a 10 step ahead forecast.

4. Case Study & Results
In this study, a method based on the remaining useful life estimation using the 
vibration signal generated in the bearing was proposed. The vibration signals were 
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obtained from a ball bearing signal simulator with a single point defect on the outer 
race of the bearing. The vibration signals were collected at 10 min intervals and a 
total number of 600 data sets were recorded for analysis. The vibration data were 
sampled at a sampling rate of 20 kHz for 1 s.

It has been mentioned previously that due to measurement noise, variation of 
operational conditions, and the stochastic nature of the degradation processes, 
the raw vibration signals cannot be directly used as the inputs of the prediction 
models. Therefore, a median filter was utilized to remove the high-frequency 
noise components. Healthy and faulty bearing signal and their filtered values are 
presented in Fig. 2a, where the peak amplitude gradually increases towards failure. 
Furthermore, each vibration segment is transformed into the frequency-domain using 
the Welch method. The power spectrum density (i.e. pxx) is considered a powerful 
tool for vibration signal analysis in frequency-domain, and its changes over time are 
shown in Fig 2b. 

The change in acceleration in the time-domain manifests itself in the power spectral 
density in the frequency-domain. Failure occurs in the bearing as time passes. The 
colorbar indicates the power spectral density in Fig. 2b. It is observed that the power 
spectral density value between 1.5 kHz and 4 kHz gradually increases as the machine 
condition degrades. The peak value 0.53 dB/Hz was obtained in 2.8 kHz at 6000 min. 

Fig.  2. a) The gathered vibration signals, b) Power spectrum density changes over time
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The statistical features of the collected vibration signal in time-domain as well as the 
statistical features of the power spectrum and mean peak frequency will be potential 
indicators of the bearing degradation. The change of some properties in both the 
time domain and the frequency domain with respect to time is depicted in Fig. 3. It 
can be easily detected from all subplots that there is a threshold value, 3000 min to 
distinguish the trend change.

Fig.  3. The change of some extracted features over time 

Skewness is a measure of the asymmetry of the data around its mean. The skewness 
value in the time-domain is almost constant at zero before 3000 min, but suddenly 
it reaches negative values around 3000 min, then it returns to zero again. Similarly, 
kurtosis highlights sharp peak signals in the data. The smallest kurtosis values in 
the time-domain are found below 3000 min, and after this time kurtosis values are 
saturated around four. On the other hand, a scattered distribution before 3000 min 
and a more compact distribution after 3000 min were observed for both kurtosis 
and skewness value in the frequency-domain. This leads to the conclusion that the 
fluctuation area occurring at 3000 min can act as a boundary between faulty and error-
free runs. Furthermore, the computed mean peak frequency is flat before 3000 min 
and it gradually increases after the threshold value. In some cases, the occurrence of 
background noise and other sources of vibration signals may prevent bearing faults 
from being detected through the observation of changes. Therefore, it is required to 
obtain features that are more correlated with the degradation pattern. In this study, 
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monotonicity was utilized to evaluate the computed features that were given in Table 
1. A monotonicity value close to one means that the feature is monotonic and suitable 
for RUL prediction, whereas a monotonicity value close to zero indicates that the 
feature is non-monotonic and not appropriate for RUL prediction [9]. The result of 
monotonicity is given in Fig. 4. A value of 0.1 was set as the threshold to select the 
appropriate features. As a result, the peak-to-peak, standard deviation (std), square 
root mean (RMS), energy features computed from the vibration signals in the time-
domain, and the mean value derived from the power spectral density (PXXMean) in 
the frequency-domain were selected as appropriate features.

Fig.  4. Evaluation of the computed features using monotonicity

Principal Component Analysis (PCA) is utilized for dimension reduction and feature 
fusion in this study. As a result of the PCA, the first principal component is employed 
as the health indicator for RUL estimation, which is shown in Fig. 5. It indicates 
that the first principal component is exponentially increasing as the machine 
approaches failure. In the next step, the first principal component is considered as 
a time series and a degradation model is developed using forecasting methodology. 
The degradation model estimates the RUL by predicting when a monitored signal 
will cross a predefined threshold. The selection of threshold is usually based on the 
historical records of the machine or some domain-specific knowledge. In this study, 
0.1% of the peak value of PCA is taken as the threshold value. The degradation model 
developed is a dynamic model that updates itself as new data becomes available. An 
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alarm is set to give a warning when it reaches 95% of the threshold value. As the 
results show that the alarm is triggered at 4790 min which states that maintenance is 
required for the bearing. Furthermore, it is estimated that the RUL is 70 min to reach 
the failure threshold.

Fig.  5. Estimated values of the first principal component using the degradation model

5. Conclusions
Estimating the RUL is considered a challenge for real-world problems such as 
aircraft engines, high-speed shaft bearing, etc. This paper developed a new strategy 
to determine the machine health indicator from vibration data using machine learning 
methodology and then employed the computed health indicator in the remaining 
useful life estimation of bearings. The vibration signal was collected in the time-
domain and was transformed to the frequency-domain using the Welch method. The 
traditional statistical indicators such as mean value, standard deviation, skewness, 
kurtosis, etc. were utilized to extract features in both domains. Monotonicity analysis 
was conducted to compare the efficiency of the computed features, and the results 
showed that peak-to-peak, standard deviation, root mean square, energy and mean 
power spectral density value were able to detect early faults. The selected features 
were fused into a single health indicator using PCA and an exponential degradation 
model was developed using the computed health indicator. The achieved results 
indicated that 70 min was remaining to reach the failure threshold. In fact, at the 
time when the alarm was triggered, the defect depth was 0.8 mm, but there is another 
1210 minutes before the 3mm of damage occurred.
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Abstract   
Infrastructure projects are the most critical part of development in any country. As 
Turkey is developing very fast, many projects are in the works, from speed rails to 
highways.  The Ministry of Transport and Infrastructures manages all these mega-
projects under five different infrastructure divisions: Aviation, Communication, 
Maritime, and Railway to Roads.   Even though a unified GIS (Geographic Information 
System) provides current asset information for these departments, managing ongoing 
projects is done with separate systems with separate databases. This study aims to 
explain the underlying principles of a unified database system for all these agencies 
to manage ongoing mega-projects.  The new system will provide unified access and 
support necessary executive dashboards, KPIs (Key Performance Index), and field 



ISTANBUL AYDIN UNIVERSITY PUBLICATIONS

240

reports. The system is called UAB-PYS during development.  UAB-PYS will enable 
better control of all infrastructure projects and create a big data environment. While 
gathering new data, all the existing datasets will be consolidated. The historical 
information will also be used in future AI (Artificial Intelligence) based management 
systems.

Keywords: Infrastructure, PMS, Big Data, AI.
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1. Introduction
Transportation and communication became one the most critical activities for 
any nation.  The growing human population is urging for more systematic and 
accessible transportation webs throughout the globe. Every day, humankind steps 
out beyond exploring other cultures and lifestyles—furthermore, the digital and 
physical movement of the public fuels economic growth. The technology of today 
makes it possible to design with information to clarify the truth of requirements and 
future success. Especially with the pandemics, improvements in telecommunication 
infrastructure became more urgent than ever as people were bound to stay home. 
The Ministry of Transportation and Infrastructure of Turkey operates and leads many 
sectors, such as aviation, highways, and telecommunication, founded in 1939. With 
the vision of being an institution that provides safe transportation and fast access, 
The Ministry reached its final organizational structure in 2018. Turkey has large 
cities with a growing population and eventually connects more than ever due to 
growing technology as fast as our population. The Ministry of Transportation and 
Infrastructure of Turkey carefully analyses the processes and follows the world each 
day, finds better solutions for the citizens, works upon more efficient transportation 
and communication systems, and reaches out to the voices and cares for public 
opinions.

Each sectoral investment and policy about investment has been especially 
implementing for the last 20 years. Turkey’s infrastructure has been completely 
renewed in transportation by investing 932 billion Turkish liras in this period. In 
2021, 30.7 % of the total national budget is shared to develop the transportation and 
communication sector. The distance of the divided road in the highway sector has 
been reached 28,200 kilometers, and the length of the highway has been increased 
from 1710 kilometers to 3 thousand 523 kilometers. 

Also, one of the most significant changes could be seen in the aviation sector in 
Turkey. Aviation number is reached to 56, and Istanbul Airport, which opened in 
2018, will be able to accommodate 200 million passengers a year by using a single 
terminal. These numbers make it the world’s largest terminal. Also, many railway 
projects will be implemented in line with the 2023 targets of the country. Turkey will 
have a total railway length of 17,525 km after completion of a 5,509-km long new 
line, and the length of signaled lines will reach 6,382 km. Turkey has been making 
investments in its existing ports. Large projects increase the capacity of the country 
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and meet the freight transportation needs. In this respect, one of the new ports in 
İzmir, called Candarli port, will be the biggest port in Europe and the 10th biggest 
in the world. The port will have a capacity of 12 million TEU capacity for freight 
transport. 

Another important investment decision about information and communication 
technologies has been taking by the Republic of Turkey Ministry of Transport and 
Infrastructure. According to the address-based population, the young population 
(15-24 age) made up 15.6% of the total population of Turkey. This shows potential 
as a technology-driven young population continues to buy consumer electronics, 
software, and products. The number of broadband subscribers reached 85 million, and 
the number of mobile phone subscribers rose to 84 million. Many of the institutional 
Works have been transferred to electronic platforms, and today electronic government 
platform users approach 54 million.

Based on this idea, the Ministry of transportation and infrastructure is willing 
to provide safer, faster, and efficient transportation by using engineering and 
technology to allow people to live better and contribute to the country’s development 
in transportation, maritime, communication, space, and information technologies. 
The Ministry operates epochal mega projects upon infrastructure sectors, such as the 
İstanbul Grand Airport project hosting 200 million passengers and flights to more 
than 300 different destinations in 2028.

2.  The New Infrastructure Project Management System
There are many databases used in the Ministry, most of which created as the needs 
arose in different years.  However, with many mega projects in the pipeline, there 
is a need for a new Project Management System. This system will be fed data from 
different databases, as seen in Figure 1. A unified solution is needed because as the 
size and complexity of the projects increased; there is an urgency for faster and easy-
to-use systems.  The design of the new system called UAB-PYS started in January 
2021 (Figure 2). 
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Fig. 1. New Structure of New Project Management System (UAB-PYS) 

The new consolidated management system covers all necessary themes of ministry 
for the program management. Previously developed IZLEM is used to manage 
project funds monthly. The new portal, UAB-PYS will get connected with already 
running system. The new interconnection between both databases is helping to 
flow cost information from IZLEM to UAB-PYS. GIS and statistics data are also 
connected to system in the same manner. The other departments, which do not have 
any database management platform are also enriched with the new system without 
additional effort.

Fig. 2. Unified System (UAB-PYS)
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The executive dashboard is designed to present required information on different 
levels of detail. As the ministry requirements the information is sorted out from 
detailed levels. On the other hand, project manager of sub sectors can get access to 
more detailed information, that aids decision making in action. The variety of dif-
ferent levels of detail is managed by adaptation of unified code to all projects in all 
sub sectors. The new unified code breaks down the works until it reaches only to the 
elements, which has significant effects on cost and time (Figure 3).

Fig. 3. Executive Dashbord

In spite of all efforts in technological changes, the new system has also be supported 
well enough to manage all information flow all around to Turkey. The social habits 
were one of barriers against on adaptation to new changes on work breakdown 
structure. Therefore, supporting documents were transmitted, that transcribe what to 
do and how to reach technical requirements in and between organizations with new 
cultural aspect. 

The new documents supported byUAB-PYS are published in May 2021. The first 
one is for Project Management Procedure (Figure 4).  This procedure underlines all 
the rules to use the system and streamlines the rules to report and control all of the 
projects (https://sgb.uab.gov.tr/dijital-yonetim). This procedure has covered:
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• Scope Management,

• Time Management,

• Cost Management,

• Quality Management,

• Information Management,

• Document Management,

• Risk Management,

• Procurement Management,

• Stakeholder Management, and

• Health, Safety and Environment Management.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Project Management Procedure

As part of the UAB-PYS, there are also BIM (Building Information Modeling) 
Technical Specifications published (Figure 5). This document covered (https://sgb.
uab.gov.tr/dijital-yonetim):
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• 3D Visualization,

• 2D Construction Documents,

• 3D Coordination,

• Quantity Take-off and Budget Preparation,

• 4D Planning,

• Engineering Analysis,

• Facility Management,

• Modeling Standards,

• Reference Requirements, and, 

• Information Management Requirements.  
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 5. BIM Technical Specifications and Bid Documents

As these procedures and technical specifications are introduced, training sessions 
and follow-up meetings were performed. However, the system is still too young to be 
fully executed in all projects. It will be completed at the end of the year 2021. When 
it is finished, it will provide management data for both project-level and ministry 
levels (Figure 6). 
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Fig. 6. UAB-PYS System Architecture

3.  Conclusion
As the Republic of Turkey’s infrastructure is growing fast, there is an urgent need 
for Project Management Systems. With the use of UAB-PYS, many problems can 
be solved, cost and time overruns can be predicted early, and millions of dollars 
can be saved. Therefore the success of this system is crucial for the management of 
upcoming mega infrastructure projects.  The success of the system also requires a 
lot of training and follow-up, as it will take users to get accustomed to the system. 
Once it is fully up and running, UAB-PYS will make an amazing contribution to the 
management of infrastructure projects. 
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